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Abstract 

An automated refinement procedure (ARP) for protein 
models is proposed, and its convergence properties dis- 
cussed. It is comparable to the iterative least-squares min- 
imisation/difference Fourier synthesis approach for small 
molecules. ARP has been successfully applied to three 
proteins, and for two of them resulted in models very 
similar to those obtained by conventional least-squares re- 
finement and rebuilding with FRODO. In real time ARP 
is about ten times faster than conventional refinement. In 
its present form ARP requires high (2.0 A or better) reso- 
lution data, which should be of high quality and a starting 
protein model having about 75 % of the atoms in roughly 
the correct position. For the third protein at 2.4 A resolu- 
tion, ARP was significantly less powerful but nevertheless 
gave definite improvement, in the density map at least. 

Introduction 

Crystallography involves the determination of three- 
dimensional structure from experimental X-ray diffraction 
data. The amplitudes of the structure factors are available 
from the experiments but, unfortunately, this is insuffi- 
cient for direct calculation of the electron density. The 
phases are needed for this. A highly simplified flow chart 
of a crystal structure determination is shown in Fig. 1. 
In the left-hand column the procedure for small-molecule 
structures is shown. The phase problem for such structures 
is generally solved by either direct or Patterson methods. 
These assume that the amplitudes have been measured to 
approximately atomic resolution (at least 1.2-1.0 A). The 
initial phases are implicitly refined in direct methods, or 
extended from a partial atomic fragment in direct or Patter- 
son methods. The resulting atomic coordinates are refined 
by least-squares minimisation of the residuals between the 
observed and calculated amplitudes. At 1.0 A resolution 
the observations exceed the parameters by more than five 
to one, even with anisotropic atomic temperature factors. 
The refinement of the model through iterative cycles of 
least squares, with difference Fourier syntheses to update 
the model, proceeds essentially automatically through pro- 
grams such as SHELX (Sheldrick, 1976). 

In protein crystallography the situation is severely com- 
plicated by the lack of atomic resolution data for both 
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structure solution and refinement. The structure of rubre- 
doxin, with an FeS4 cluster, has been solved recently by 
direct methods (Sheldrick, Dauter, Wilson, Hope & Sieker, 
1993) but data to such high resolution are rarely avail- 
able for proteins. Hence the use of direct or Patterson 
methods for ab initio phase determination is precluded, 
as is the use of unrestrained least squares: at resolutions 
below about 2.5 A the number of parameters actually 
exceeds the number of observations even with isotropic 
atomic temperature factors. The procedures used for pro- 
teins are shown in the two right-hand columns of Fig. 
1. The phase problem is initially solved by obtaining a 
model from an electron-density map calculated using mul- 
tiple isomorphous replacement with anomalous scattering 
(MIR) phases or from molecular replacement (MR) using a 
known related structure. Usually the amplitudes computed 
from this model give relatively poor agreement with the 
observed structure-factor amplitudes, and corresponding 
large errors in the starting phases. There follows a dif- 
ficult and time consuming stage in proceeding from this 
initial model to the final one. 

I Small molecules] ( Proteins J 

[ Measure amplitudes J 

Basic phase set 

Refine phases 
)lrect methods 

density 
modifications 

' 

Refine model, 
calculate map, rebuild model 

Fig. 1. A highly simplified flow chart of the steps in small-molecule and 
protein crystallographic analyses. 
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From an MIR model (Fig. 1, central column), the phases 
can often be improved before interpretation of the map, 
inter alia through density modification including methods 
such as non-crystallographic symmetry averaging, solvent 
flattening or histogram matching [reviewed by Podjarny, 
Bhat & Zwick (1987)]. The map is then interpreted in 
terms of a (usually) partial atomic model. For MR the 
model is obtained directly from the results of the rota- 
tion and translation function, but is in general chemically 
and/or spatially different from the protein being studied. 

In the standard approach many iterations are required 
involving manual rebuilding using computer graphics al- 
ternating with stereochemically restrained least-squares re- 
finement. A combination of calculated and initial phases 
may be used in these iterations. The need for the restraints 
arises from the paucity of observations in almost all pro- 
tein structure determinations. The X-ray data are comple- 
mented by a set of stereochemical restraints based on the 
known structures of small-molecule models: this effec- 
tively increases the number of observations. The method 
works well in the later stages of refinement. However, 
the radius of convergence, e.g. of the PROLSQ package 
(Hendrickson & Konnert, 1981; Agarwal, 1978; Baker & 
Dodson, 1980) seems to be at best one-third of the reso- 
lution and the program cannot automatically move atoms 
into new features of the map which are far from the cur- 
rent atomic positions. This necessitates iterative manual 
rebuilding of the refined model for the large errors inher- 
ent in initial protein models. 

Attempts to increase the radius of convergence of 
conventional least-squares minimisation resulted in the 
incorporation of molecular dynamics. Refinement using 
simulated annealing [e.g. the X-PLOR package (Briinger, 
Kuriyan & Karplus, 1987; Briinger, 1988)] allows atoms 
to cross barriers between the minima of the multiparameter 
target function and can sometimes flip, e.g. the main- 
chain carbonyl group, or considerably rotate the side chain. 
However, simulated annealing cannot move atoms through 
other atoms (i. e. it cannot refine a structure having wrongly 
traced fragments of polypeptide fold) and requires a large 
amount of computer time. 

In summary, for solving protein structures at less than 
atomic resolution, the application of direct methods or 
methods manipulating the electron density for phase im- 
provement does not give phases sufficiently close to the 
phases calculated from the refined model to produce a den- 
sity map showing essentially all the atoms of the structure. 
Restrained least-squares refinement procedures do not pro- 
vide an automatic way of proceeding to such a final model. 

We propose in this paper an automated refinement pro- 
cedure (ARP) for proteins, as indicated in Fig. 1. ARP 
is comparable to the iterative least-squares/Fourier syn- 
thesis approach for small molecules. In its present form 
it requires high (ideally 2.0 A or better) resolution data, 
which should be of high quality, and a starting protein 
model which has about 75 % of the atoms in roughly the 

correct position. Three applications of ARP are described 
and its convergence properties discussed. 

Automated refinement procedure 

An initial protein model from molecular replacement, or 
built into an isomorphous density synthesis and prelimi- 
narily refined with constraints, can have a large number of 
regions which need to be substantially corrected. A typical 
example, where an aspartate side chain and water mole- 
cule are incorrectly placed, is shown in Fig. 2(a). Such 
regions increase the R factor and make the local geometry 
worse. The correct structure is shown in Fig. 2(b). The 
question is how to pass from the incorrect to the correct 
model. Usually such corrections require a large amount of 
time, especially for big proteins, both in the identification 
and correction of these sections of the structure. 

The solution seems very simple in principle. Assume 
the side-chain oxygen atom is relabelled as the water, 
and the water atom as the side-chain oxygen, and some 
cycles of unrestrained refinement are performed. The CG 
atom which is out of the density should be removed from 
the model and the peak in positive density identified as a 
new atom. Thus the solution involves searching of Fourier 
syntheses for removing atoms, for placing new atoms 
in roughly the correct position and least squares for the 
optimisation of their parameters. Such a procedure should 
be iterated and all stages can be carded out automatically. 
This is possible if the X-ray data extend to a resolution 
where the atomic positions can be roughly estimated from 
the density map. The nominal resolution should be at least 
2.0 A, where features separated by about 1.4 A (2.0 x 
0.7 A) can be expected to be resolved on the basis of 
James theorem (James, 1957). There are many possibilities 
of how the updated model can be extracted from the 
Fourier syntheses, and only our first attempts are described 
here. Additional criteria for updating the model can also 
be envisaged in the future. 

ARP is such a combination of least-squares refinement 
with automatic updating of the model on the basis of the 
calculated Fourier syntheses. ARP is, in essence, compa- 
rable to the procedure used for the refinement of small- 
molecule structures, where a partial model is developed 
through alternating rounds of least squares and inspection 

(a) (b) 
Fig. 2. A schematic representation of a side chain and a water molecule 

with a rough electron-density contour. (a) Incorrect model. (b) Correct 
model. 
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of difference maps. The use of fast Fourier transforms in 
both refinement and map calculation allows a comparable 
procedure to be tractable in terms of computing time for 
proteins. 

Pract ica l  implementa t ion  

ARP is based on the 'atomicity' of the protein structure. 
It involves three main steps as shown in Fig. 3. Firstly all 
atoms in the initial protein model are reset to atoms of 
the same type, to water for instance. This can be done in 
different ways, e.g. assigning an equal number of electrons 
and the same temperature factor to each atom, or retaining 
the number of electrons or temperature factors, or retaining 
both at the values for the atom in the initial model. The 
different protocols are described in more detail below. 
Renaming is not an essential part of the procedure and 
was applied here for the convenience of using the program 
P R O L S Q .  In future versions it will not be required. 

In the second step the relabelled ARP model is sub- 
jected to unrestrained least-squares refinement of the 
positional and thermal atomic parameters against the X- 
ray data. The refinement is performed using data in the 
whole range of resolution from the start. 

During the third step the ARP model is updated either 
after one or after several cycles of refinement (different 
protocols are shown below). Updating consists of the 
following. 

(i) Calculation of (3Fo - 2Fc) and (2Fo - 2Fc) electron 
density maps using phases calculated from the model. The 
difference map is calculated with amplitudes (2Fo - 2F¢) 

to be on the same scale as the (3Fo - 2Fc) map. The 
(3Fo - 2Fc) map is used as it represents a point-by-point 
summation of the Fo map and difference Fourier synthesis, 
the latter been accorded double weight as is appropriate 
for the predominantly acentric data (Luzzati, 1953). A grid 
spacing of approximately one-fifth of the resolution was 
found to be fine enough. 

(ii) Rejection of a small percentage of atoms if they are 
in low (3Fo - 2Fc) density. Atoms are only considered for 
rejection if the interpolated value of the electron density 
at the atomic centre is less than l cr above the mean 

Neglect the atom name ] 

[ Unrestrained ~SQ refinement ] < ~  

I c"cu"t'in°''" J / /  

[ o, n .  atom. 
1 

i Building new protein model I 

Fig. 3. A flow chart of the automated refinement procedure (ARP). 

density. The percentage of atoms rejected depends on the 
resolution. If the rejection is performed after several cycles 
of unrestrained refinement it appears to be reasonable to 
reject between 1 and 10% of the total number of atoms. 
However convergence can be achieved more rapidly if 
the rejection is performed after each cycle of least squares, 
when only the 0.1-1.0% of atoms in lowest density should 
be rejected. 

(iii) Addition of new atoms found in positive differ- 
ence density. The grid points where the amplitude of the 
difference density exceeded the upper value of the den- 
sity used for removal, and which were not too close to 
the existing atoms, were analysed. A 'not too close' value 
of 1.2/k, slightly less then the average distance between 
neighbouring protein atoms, was found to be most useful 
but the absolute value seems to be of low importance. The 
process of interpretation of a set of grid points at which 
to add new atoms is simple and may be described as fol- 
lows. The grid point with highest electron-density value 
is assigned as a new atom. All grid points located closer 
to this new atom than the distance specified are now re- 
jected. Various values from 1.2 to 2.5/k were tried with 
approximately the same results. However, the minimum 
distance between new atoms should not be smaller than 
say 70% of the resolution, otherwise it could lead to un- 
desirable placing of several new atoms in one peak where 
there should be only one atom. The grid point with the 
next highest amplitude is now checked and this is iterated 
until the number of new atoms equals the target specified. 

The percentage of atoms to be added depends on the 
resolution, on the percentage rejected and also on the 
number of atoms in the initial model. In each of the 
examples described here the initial coordinate set was 
incomplete and did not include waters. The best results 
were obtained if the number of atoms was constantly 
increased during the refinement to a final value ,-,120% 
of the number of expected protein atoms. Usually 10% 
of the excess atoms corresponded to real water molecules 
bound to the protein and 10% compensated for lack of 
electrons in the places where the protein model has sulfur, 
phosphorus or other heavy atoms, or to imitate pseudo 
solvent flattening. The rationale of including 10% extra 
atoms is explained below. 

As the percentage of the atoms to be updated is rel- 
atively small there is no need to adjust the temperature 
factors for new atoms to correspond closely to the shape 
of the electron density. Phase combination is not required 
because at all stages phases calculated from the atomic 
model are used without additional phase information from 
density modification. In all the protocols no weighting was 
used in calculating the maps. 

All steps in ARP can be iterated in a completely auto- 
mated manner until convergence is achieved. The crystal- 
lographic R factor and values of high moments of the (3Fo 

- 2F¢) map can be used as criteria of convergence. In addi- 
tion the ARP model can be visually inspected at any point 
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during the procedure to ensure it continues to resemble 
the protein in terms of stereochemistry etc. Several appli- 
cations of the procedure showed that if the starting model 
was good enough and the resolution was higher than 2.0 A 
it rapidly converged to an R factor below 20%, close to 
the value expected after refinement was complete and led 
to an ARP model similar to the final model. Relabelling of 
the ARP model to the correct protein atoms can be carded 
out automatically or manually using computer graphics. A 
preliminary version of a relabelling program has been de- 
veloped and is briefly described in the section on formate 
dehydrogenase. It will be improved in the near future. 

Software 
For unrestrained refinement of the model and calcula- 

tion of density maps the SFKH, PROLSQ, RSTATS and 
fast Fourier transform programs from the CCP4 suite 
(SERC Daresbury Laboratory, 1979) were used. Analysis 
of electron-density maps, rejection of the atoms located in 
low density, addition of new atoms according to difference 
density maps, resetting of the atom name and keeping the 
model within the asymmetric unit were all performed by 
the ARP program, specially written for this purpose. The 
user only needs to specify the number of atoms of the 
ARP model to reject, the number to add, the minimum 
distance between new and old atoms, the minimum dis- 
tance between new atoms, and the temperature factor for 
new atoms. The ARP program is in FORTRAN77, does 
not use computer-specific codes and is compatible with 
the CCP4 map format. The code is available from the 
authors on request. 

Map characteristics 

Several characteristics of electron-density syntheses are 
used in the following sections as criteria for the quality 
of the models/phases used in their computation. They are 
briefly summarised here. 

The correlation coefficient between two maps is calcu- 
lated as: 

Correlation = ( 1 / N ) ~ ~ [ ( p l  i - ( P l ) ) ( P 2 i  - ( P 2 ) ) ] / ( C r l  + or2) 

where (p]) and (p2) are the mean densities of the two 
maps to be correlated, al and or2 are the r.m.s, densities 
and N is the number of grid points. 

Electron-density distributions, in common with other 
distributions, can be characterised by the values of their 
moments. The first moment is the mean value (/P)) of the 
density and the square root of the second moment is the 
r.m.s, density (a). Both (p) and or have units of e A -3 
and do not depend on the phases. The mean density of the 
maps presented below is 0, as no Fooo term was included in 
the Fourier summation. The third and fourth moments, the 
skewness and kurtosis respectively, are dimensionless pure 
numbers characterising only the shape of the distribution. 
They are dependent on the phases. The skewness charac- 

terises the asymmetry of the density distribution about its 
mean and is defined as: 

Skewness = (1/N)E[(pi- (p))/cr] 3, 

where (p) is the mean density, a the r.m.s, density and N 
the number of points. The kurtosis measures the relative 
sharpness (or flatness) of the density distribution compared 
to a normal distribution and is defined as: 

Kurtosis = (1/N)E[(pi - (p))/a] 4 - 3, 

where the factor -3 makes the kurtosis zero for a normal 
distribution. The significance of skewness and kurtosis 
is shown schematically in Fig. 4. We have found the 
skewness and kurtosis excellent indicators of map quality. 
Details of the analysis will be published elsewhere. 

Applications 
The application of ARP to three proteins is described here. 
Throughout this section we define the initial model as 
that input to ARP, the ARP model as that refined during 
ARP and the final model as that obtained by conventional 
restrained least-squares refinement. The maps calculated 
with phases from these models are described as initial, 
ARP and final maps, respectively. Similar terminology is 
used for atoms and for phases calculated from the models. 

For all three examples data were collected on an imag- 
ing plate scanner, built in-house, using synchrotron radia- 
tion from beamline X31 at EMBL Hamburg. In each case 
the data were more than 90% complete overall, more than 
98% at low resolution and more than 66% of the theoret- 
ical unique intensities were greater than 3a in the outer 
resolution shell. 

Example 1: apo formate dehydrogenase 
NAD-dependent formate dehydrogenase (E.C. 1.2.1.2., 
FDH) from the methylotrophic bacterium Pseudomonas 
sp. 101 catalyses the oxidation of the formate anion 
with concomitant reduction of NAD to NADH (Egorov, 
Avilova, Dikov, Popov, Rodionov & Berezin, 1979). FDH 
is a dimer with two subunits of 393 residues and the 
primary structure has been determined (Popov, Shumilin, 
Ustinnikova, Lamzin & Egorov, 1990). The holo FDH 
structure has been determined by MIR and refined by 
restrained least-squares minimisation (Lamzin, Aleshin, 

P(P) 

negative positive negative positive 
skewness skewness kurtosis kurtosis 

P 

Fig. 4. The significance of the moments of electron-density maps, 
particularly the skewness and the kurtosis. 
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Strokopytov, Yukhnevich, Popov, Harutunyan & Wilson, 
1992). 

Apo formate dehydrogenase (apo FDH) crystallises in 
space group P21, with cell dimensions a -- 110.5, b -- 54.5, 
c = 70.3 tit, /3 -- 101.9 °. There is one dimeric molecule 
per asymmetric unit and each subunit consists of two 
domains. X-ray data to 1.8/k have been collected. The 
crystal structure of apo FDH was solved by molecular 
replacement using the refined holo model (Lamzin, Popov, 
Harutunyan & Wilson, 1993). 

Here the apo model from molecular replacement was 
refined by three cycles of constrained rigid-body minimi- 
sation in resolution range from 8.0 to 4.0/k using the 
program CORELS (Sussman, Holbrook, Church & Kim, 
1977). The apo and holo forms of FDH mainly differ by 
the relative orientation of the two domains as is found 
in other dehydrogenases (Eklund & Br'~ind6n, 1987). Thus 
constrained refinement was performed using each of the 
four FDH domains in the dimer as a separate rigid body. 
The r.m.s, deviation from the initial model after rigid- 
body refinement to the final model was about 0.5/k for 
CA atoms and about 0 .9/k for all protein atoms. The re- 
suiting R factor was 37.4% for data between 10.0 and 
1.8/k resolution. 

ARP protocol. The model of apo FDH after constrained 
rigid-body refinement was used as the initial model for 
the development of the automated refinement procedure 
(ARP). 

All atoms were renamed as water atoms with an equal 
number of electrons and equal atomic temperature factors. 
All data in the range 10.0 to 1.8 ]~ were used from the 
start. The starting R factor was 42.6%. 24 cycles of ARP 
were rtm. Each consisted of one cycle of unrestrained 
refinement in the whole resolution range, followed by 
removal of the 0.3% of atoms in the weakest (3Fo - 
2Fc) density and the addition of the 1.0% of peaks in 
the strongest (2Fo - 2Fc) density. The R factor at the end 
of ARP fell to 13.8%. 

The initial and ARP models were inspected in the ARP 
(3Fo - 2Fc) density using computer graphics. Most ARP 
atoms were located rather close to initial protein atoms and 
the interatomic distances in the ARP model were similar 
to the corresponding distances in the protein. 90% of the 
new protein model was automatically constructed using a 
rebuilding program. The program checked if ARP atoms 
were at (3Fo - 2Fc) density greater than the mean value 
by 1 cr and had temperature factors less 50/~2. The x, y, z 
coordinates of each protein atom in the initial model were 
changed to those of the nearest ARP atom if there was 
one within 1 A. The temperature factors were adjusted 
according to the number of electrons in the protein atom 
to keep the peak density the same. The remaining 10% of 
the structure corresponded to regions with large shifts from 
the initial model and these were rebuilt manually from the 
ARP model and (3Fo - 2Fc) density. 514 water molecules 
were automatically assigned from the ARP model. The 

Table 1. Formate dehydrogenase: a comparison o f  
conventional restrained refinement (Lamzin et al., 

1992) and A RP  

For  both approaches, the initial model is from molecular replacement using 
holo F D H  followed by three cycles of refinement with four rigid bodies (see 
text) 

Methods used 
51 cycles of restrained least-squares 

refinement (PROLSQ), one cycle 
of simulated annealing (X-PLOR), 
plus much manual rebuilding 

Automated refinement procedure, 
automatic rebuilding (90°/, of 
the model), manual rebuilding 
(10% of the model), ten cycles 
of restrained refinement 

R.m.s. deviation 
R factor (%) in bond Real 

10.0-1.8 A length (A) time 
16.9 0.022 2 months 

17.5 0.021 I week 

new protein model, with rather poor geometry (r.m.s. 
deviation in bond lengths of 0.18 A), was subjected to 
restrained refinement using PROLSQ, mainly to improve 
the stereochemistry. After ten cycles the R factor dropped 
to 17.5% and the r.m.s, deviation in bond lengths to 
0.021 A. 

A comparison of ARP and conventional restrained re- 
finement is shown in Table 1. In both cases the initial 
model was that from MR after rigid-body refinement with 
CORELS at 8.0-4.0/k resolution with each of the four 
protein domains treated as a rigid body. The conventional 
refinement of apo FDH gave a final model with an R factor 
of 16.9%, r.m.s, deviation in bond distances of 0.022 A 
and took about two months. The complete protocols of 
the conventional restrained and simulated annealing refine- 
ment will be published elsewhere (Lamzin et al., 1993). 
In brief, the first 20 cycles of restrained refinement were 
run with the program PROLSQ. X-PLOR was then used 
with a heat stage followed by slow cooling at 2.4/k res- 
olution. This gave an R factor of 21.6% at 2.4/k and an 
average discrepancy for all protein atoms from the final 
model of 0.6 A. We did not widely investigate the best 
parameters for X-PLOR and these could almost certainly 
be optimised further. Substantial errors in the model re- 
mained, for example the end of the side chain Arg 85 was 
more than 6 /k  from its final position. A further 31 cycles 
of restrained refinement interspaced with several graphics 
sessions were required to complete the refinement. 

In contrast a model with nearly the same characteristics 
was obtained after only two days for ARP plus three 
to four days to rebuild the 10% of the structure which 
could not be automatically assigned and to tidy up the 
stereochemistry. The ARP model is essentially identical to 
that from standard methods. The r.m.s, deviation between 
CA atoms of the two models is 0.09/k and about 0.19/k 
for all protein atoms with temperature factors less than 
50 A 2. 

The final FDH model refined by conventional least 
squares contained 5814 protein atoms with non-zero 
occupancy and 500 water molecules. The ARP model con- 
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mined 6844 atoms. From these 5814 protein plus 514 wa- 
ter atoms were included for the restrained refinement after 
ARP. The other 516 ARP atoms were rejected. 

Results. Fig. 5 shows the R-factor distribution for the 
initial model, ARP model, ARP model after rebuilding 
plus restrained refinement (PROLSQ), and the final model. 
There is a dramatic reduction in R factor from initial to 
ARP model in all resolution shells. For the final and ARP 
model the variation of R factor with resolution is very 
similar. 

Average phase differences from the final phase set are 
shown in Fig. 6 and phase statistics in Table 2. The initial 
phases differed by 37.9 ° from the final phases, 28.7% of 
them by more than 45 ° . For the 10% strongest reflections 
the mean phase difference was 15.2 ° and 4.3% of these 
had phases differing by more than 45 ° . Here we define 

R factor (%) 

/ 

0 
0 005 010 015 020 025 030 

Resolution. 4sm2(#)IA 2 (A 2) 

Fig. 5. Formate dehydrogenase: R-factor distribution. (1) Initial model 
(overall R factor 37.4%). (2) ARP model 03.8%). (3) Model after 
rebuilding and ten cycles of restrained refinement with PROLSQ 
(17.5%). (4) Final model, solved by standard methods (16.9%). 

Phase difference (') 

50 

(3) 

0 
005 010 015 020 025 030 

Resolution. 4sin"(#),',4 '~ (A '~) 

Fig. 6. Formate dehydrogenase: average phase difference compared to 
the final phases. (1) Initial phases. (2) ARP phases. (3) Phases from 
ARP model after rebuilding and ten cycles of restrained ref inement .  

Table 2. Formate dehydrogenase: phase statistics in 
the 10.0-1.8/~ resolution range for the various models 

A~0 C) is the average phase difference from the final phases. 

All reflections 10% strongest reflections 
% with % with 

Model A~ A~p > 45 ° A~ A~p > 45 ° 
Initial 37.9 28.7 15.2 4.3 
ARP 18.9 9.3 6.2 0.0 
ARP after rebuilding and 11.2 3.6 3.6 0.0 

ten cycles of restrained 
refinement 

the strongest reflections as those with highest normalised 
structure-factor amplitudes (E values). Large structure fac- 
tors with poor agreement make it difficult to improve the 
model by conventional refinement. ARP phases were con- 
siderably better and differed only by 18.9 ° on average 
from final phases. None of the 10% strongest reflections 
had phases differing more than 45 °. Thus ARP improved 
the phases overall, especially for the strongest reflections 
resulting in their assignment to the correct quadrant. This 
substantially improves the calculated density and makes it 
much easier to rebuild the model. 

The R factor overall and in resolution shells for the 
ARP model is lower than for the final model especially 
at low resolution (Fig. 5). The former property is due 
to the lack of stereochemical restraints in ARP and the 
latter to the effect of including more 'water' molecules 
with high B factors in the ARP compared to the final 
model. Similarly ARP phases in the lowest resolution shell 
look as though they became worse than the initial phases, 
Fig. 6. Again this is misleading. The ARP phases include 
extra information about solvent and due to this differ from 
the final phases at low resolution. After rebuilding and 
restrained refinement the model gave phases closer to the 
final model than the ARP model because the former were 
refined using geometrical restraints but the ARP model 
was not restrained. 

Histograms of the density distributions are shown in 
Fig. 7 and some characteristics of the electron densities in 
Table 3. The initial map has a relatively high correlation, 
0.77, to the final map. However, the correlation coefficient 
can sometimes exaggerate the agreement. The initial map 
is very noisy with r.m.s, density of 0.64 e/~-3, and has 
skewness and kurtosis substantially lower than the final 
map. The skewness and kurtosis clearly show that the 
initial FDH map had a density distribution substantially 
different from the final map. In contrast the distribution 
of ARP density is in essence identical to that for the final 
map and the r.m.s, density is similar for both maps. Indeed 
the skewness and kurtosis of the ARP map are 'better', 
i.e. greater, than those for the final map. The correlation 
coefficient of the ARP map to the final map is 0.93. 

The overall r.m.s, deviation in CA atoms between the 
initial and final models is only 0.5 A but there are several 
places where these models differ significantly. An example 
using ARP electron density is shown in Fig. 8. There is 
a movement of a large loop between the initial and final 
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models, with a systematic shift of about 2 A. Fig. 8(a) 
shows the initial model and a set of ARP atoms: the ARP 
atoms look like a protein. The ARP density is certainly 
good enough to allow the correct model to be built. The 
same region of map in the final model is shown in Fig. 
8(b). This indicates that ARP converges on the correct 
solution with a model similar to the final one. 

In summary, application of ARP to FDH at 1.8 A 
resolution gave a density map with parameters almost 
identical to the final map. 90% of the protein model was 
rebuilt automatically and only 10% of the atoms needed 
to be rebuilt manually according to the ARP map. The 
resulting model was refined by ten cycles of restrained 
refinement and proved to be almost identical to the final 
model from conventional methods. In real time use of 
ARP for apo FDH made the refinement approximately ten 
times faster. 

Example 2: narbonin 

This example shows the application of ARP to a partial 
(85%) complete MIR model with X-ray data measured to 
1.8 A but without complete amino-acid sequence infor- 
mation. 

Narbonin is a monomeric seed globulin from Hcia nar- 
bonesis L. It has been crystallised (Hennig, Schlesier, Pf- 
effer & H6hne, 1990) in space group P21, a ffi 46.9, b ffi 
75.5, c = 50.9 A,/~ = 120.5 °, with one molecule per asym- 
metric unit and has a molecular mass of 33 kdalton. Only 
partial (about 30%) primary structure information is avail- 
able. A model was built into a 2.2/~ resolution MIR map 
and preliminarily refined with restraints to an R factor of 
29.9% to 1.8 A by Michael Hennig and coworkers (to be 
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final model 

ARP model 
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Fig. 7. Formate  dehydrogenase:  e lect ron-densi ty  h is tograms for (3Fo - 

2Fc)  m a p s  o n  the  absolute  scale with F000 set to zero for initial model ,  
A R P  model  and final model .  Maps  in all later figures are calculated 
with the same coefficients unless otherwise stated. 

Table 3. Formate  dehydrogenase: characteristics o f  
the 1.8 ,~ (3Fo - 2F~) electron-density distributions 

Correlation R.m.s. 
Map to final map (e A 5) Skewness Kurtosis 
Initial 0.77 0.64 0.82 2.22 
ARP 0.93 0.49 1.55 4.89 
Final - -  0.42 1.42 4.42 

published). The refinement needed a large number of steps 
of alternating least-squares minimisation, MIR and cal- 
culated phase combination and rebuilding with FRODO. 
This partial model had several breaks in the polypeptide 
chain and contained 85% of the protein atoms. The (3Fo 
- 2F¢) and (2Fo - 2Fc) density maps did not clearly show 
which regions of the model should be corrected or how the 
missing regions should be built, especially difficult in the 
absence of chemical sequence. It was used as the starting 
model for ARP. 

ARP protocol. Because of the absence of primary struc- 
tural information all atoms in the initial model were as- 
signed the same number of electrons before ARP: this 
increased the starting R factor to 31.2%. Six steps of ARP 
were carded out (Table 4, left-hand side). In each step 
several cycles of unrestrained refinement of x, y, z and B 
parameters for each atom were carded out with all data 
in the resolution range 10.0-1.8 A followed by updating 
of the model by rejection of the 2-10% atoms in the low- 
est (3Fo - 2Fc) density and addition of the 10-15% in 
the highest (2Fo - 2Fc) density. Thus the total number 
of atoms was gradually increased to 2796. The R factor 
dropped to 14.9%. The ARP map proved to be much bet- 
ter than the initial one. 

The initial protein model was corrected manually us- 
ing the ARP electron density with FRODO. As for the 
FDH case, ARP atoms were used as guide points in the 
rebuilding as most of them lay in the correct positions for 
real atoms. The polypeptide fold could be traced in places 
where the initial model had breaks, and side chains built 
in places where the initial map was not good enough to 
identify the amino acid. The resulting model, with 2171 
protein atoms and 273 water molecules, was refined with 
stereochemical restraints and the R factor dropped from 
28.8 to 20.5%. 

ARP was applied for a second time with the protocol 
shown on the right-hand side of Table 4. The R factor 
dropped from 22.8 to 13.2%. The ARP density map was 
inspected, the model rebuilt in several parts and refined 
with geometrical constraints. The R factor fell from 23.1 
to 16.9%. The final model had 2269 protein and 234 water 
atoms. 

Results. Fig. 9 shows how the R-factor distribution 
changed during the refinement. There are four curves 
corresponding to the initial model, two ARP models and 
the final model. During the first ARP the R factor fell in 
all resolution shells. The difference between the first and 
second ARP models is most significant at high resolution. 
The R factor overall and in resolution shells for the final 
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model are somewhat higher than for the ARP models. This 
is to be expected: firstly because of the restraints used 
for the refinement of the real protein model and secondly 
because of additional waters in the ARP model (as seen 
for FDH). 

Fig. 10 shows how the average phase difference to 
the final phases was reduced during ARP. The first ARP 
gave a model with greatly improved phases for the high- 
resolution shells. The second ARP resulted in phases very 
close to those for the final model. The improved phases 
obtained in the second application are due to the superior 
starting model used for ARP. 

Phase statistics are summarised in Table 5. The initial 
model had phases differing by 39.2 ° from the final model. 
30.1% of the phases differed by more than 45°, i.e. vectors 
of the calculated structure factors for those reflections 
were in the incorrect quadrant. For the 10% strongest 
(highest E value) reflections the average phase difference 
was 16.2% and 4.6% of the strongest reflections were in 
the wrong quadrant. Phases calculated from the first ARP 
model were substantially improved. In spite of the ARP 
phases differing by 33.2 ° on average and 23.4% of the 
phases deviating by more than 45 ° , only 1.6% of the 
10% strongest reflections were in the wrong quadrant. 
Phases after the second ARP differed by 9.6 ° for the 10% 
strongest reflections and had an overall average difference 
of 19.4 ° from the final phases. 

Electron-density histograms for the initial, first ARP 
and final maps are shown in Fig. 11. The distribution 
for the ARP map differs dramatically from that for the 
initial map, is very similar to that for the final map and 
is less diffuse. Characteristics for these density maps are 
presented in Table 6. During the first ARP the correlation 
to the final map improved from 0.74 to 0.83. The skewness 
and kurtosis clearly show that the initial narbonin model 
gave a density distribution substantially different from 
the final map. After the first ARP these parameters were 
'better' than for the final map. 

The density characteristics shown in Table 6 as well 
as changes in average phase difference or R factor reflect 
the overall improvement after ARP. Fig. 12 shows local 
examples of density improvement. As incomplete primary 
structure information was available the side chains of 
residues 91 and 92 were incorrectly identified in the initial 
model (Fig. 12a). The density map from the initial model 
did not clearly show the correct structure. The density 
was considerably improved after the first ARP (Fig. 12b). 
The ARP atoms were connected by interatomic distances 
typical for amino-acid side chains. Another example is 
shown in Figs. 12(c) and 12(d). There are two regions of 
the polypeptide fold containing two phenylalanines. The 
initial density (c) is relatively poor and it is difficult to 
recognise side chains or to trace the polypeptide fold. The 
ARP atoms and density clearly show the correct structure 
in this region (d). The initial density does not indicate 
phenylalanine side chains. 

The application of ARP to narbonin at 1.8 A resolu- 
tion resulted in substantial improvement of the density 
especially in places where the initial map was poor. The 
distribution of ARP electron density was close to that of 
the final density. The positions of ARP atoms generally 
corresponded to real atoms and the model was rebuilt from 
the new features in the ARP map. The second ARP ap- 
plication which started from the improved protein model 
resulted in further improvement. The model after the sec- 
ond ARP was successfully rebuilt and refined by Michael 
Hennig. In retrospect much time would have been saved 
in the analysis by use of ARP at an earlier stage. 

Example 3: pyrophosphatase 

The refinement of pyrophosphatase (PP) is an example 
of ARP at medium resolution. Mn-dependent yeast inor- 
ganic PP from Saccharomyces cerevisiae catalyses the hy- 
drolysis of inorganic pyrophosphate (Cooperman, 1982). 
PP is a dimer with two chemically identical subunits, each 
having a molecular mass of 32.0 kdalton. The primary 
structure is known (Cohen, Sterner, Keim & Heinrikson, 
1978). PP has been crystallised in space group P212121, 
cell dimensions a -- 116.5, b -- 106.3, c -- 56.1 A, with 
one dimer per asymmetric unit (Chirgadze, Kuranova, 
Nevskaya, Teplyakov, Wilson, Strokopytov, Harutunyan 
& H6hne, 1991). X-ray data to 2.4 ,/k were recorded. 

ARP protocol. The MR model of PP, preliminarily re- 
fined with stereochemical restraints to an R factor of 27.3 % 
in the resolution range from 7.0 to 2.4/k (E. Harutunyan 
and coworkers, to be published), was used as the initial 
model for ARP. 

Two different refinement protocols were tried from this 
initial model. The first protocol is shown in Table 7. In 
each step several cycles of unrestrained refinement of x, y, 
z and B factors were run in the resolution range 7.0-2.4 A, 
followed by updating of the model through rejection and 
addition of atoms. The fraction of the model updated in 
each iteration was gradually decreased from about 10% at 
step one to 2% at step four. After five steps the R factor 
for this first model had dropped to 12.5%. 

The second ARP was performed in a 'smooth' manner 
as for FDH. 50 cycles of unrestrained refinement were car- 
ded out, but the model was updated from the (3Fo - 2Fc) 
and (2Fo - 2Fc) maps after each cycle: the nine 'weakest' 
atoms (0.2% of the total number of atoms) were removed 
and nine new atoms were added. All new atoms were 
assigned temperature factors of 30 A 2, which is approxi- 
mately equal to the average temperature factor. After 50 
cycles the R factor dropped to 12.6%. The total number 
of atoms in both ARP refinements was kept constant be- 
cause the limited resolution of the data does not allow the 
introduction of a large number of waters to the model. 

Regions of the (317o - 2Fc) electron-density map cal- 
culated from the initial model and the two maps from the 
first and second ARP models are shown in Fig. 13. The 
ARP maps are a considerable improvement upon and are 
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less noisy than the initial map. New features and connec- 
tivities appeared in several places where the initial map 
was relatively poor. The density characteristics for the PP 
maps are shown in Table 8. Both ARP maps have lower 

r an.s. values than the initial map which indicates they are 
less noisy. Greater values for the skevmess and the kur- 
tosis show that the ARP maps are more asymmetric as is 
typical for maps from refined models. 

(a) 

(b) 

Fig. 8. Formate dehydrogenase: ap- 
proximately 2 A shift of the loop 
from the initial to the final model. 
The electron density shown is from 
the ARP model, again the (3Fo 
- 2Fc) map. The contour level is 
ltr above mean density. (a) Initial 
model (red) and ARP atoms con- 
nected according to protein inter- 
atomic distances (green). (b) Same 
place with ARP and final model. 
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Table 4. Narbonin: ARP protocols at 10.0-1.8/k Table 5. Narbonin: phase statistics in the 10.0-1.8/~ 
resolution resolution range 

Step 
R factor, start (%) 
R factor, end (%) 
No. of atoms 
No. of cycles of 

unrestrained refinement 
Cutoff ( 3 F o  - 2F,) 

density (o-) 
No. of atoms rejected 
Threshold ( 2 F o  --  2F~) 

density (tr*) 
No. of atoms added 

First 
application 

1 2 3 4 5 6 
31.2 25.1 21.9 19.8 18.3 17.3 
25.9 21.0 19.0 16.9 15.8 14.9 
1924 2181 2360 2622 2733 2796 

9 7 5 6 6 6 

1.0 1.0 1.0 1.0 1.0 1.0 

42 31 45 203 260 
2.0 1.7 1.4 1.2 1.1 

299 210 307 299 310 

Second 
application 
1 2 3 

22.8 17.9 15.6 
15.9 14.7 13.2 
2444 2405 2597 

6 6 6 

1.0 1.0 1.0 

184 82 
1.5 1.3 

145 275 

* The threshold values are shown in units of tr for the ( F o  - 2F¢) map. 

A~ is the average phase difference (°) from the final phases. 

All reflections 10% strongest reflections 
% with % with 

Model A~p A~p > 45 ° Atp Atp > 45 ° 
Initial 39.2 30. I 16.2 4.6 
ist ARP 33.2 23.4 12.0 1.6 
2st ARP 19.4 9.6 6.5 0.0 

Table 6. Narbonin." characteristics of  the 1.8 A (3Fo - 
2F~) electron-density distributions 

Correlation 
Model to final map Skewness Kurtosis 
Initial 0.74 0.84 2.23 
Ist ARP 0.83 1.37 3.87 
Final - -  1.27 3.34 

R factor (%) 

50 

0 0.05 0 10 0.15 0.20 0.25 0.30 

Resolution, 4sin2(O)/,C (A 2) 

Fig. 9. Narbonin:  R-factor  distribution. (1) I n i t i a l  model  (total R factor  
is 29.9%). (2) First  A R P  model  (14.9%). (3) Second A R P  model  
(13.2%). (4) Final  model  (16.9%). 

Phase difference (°) 

0 
0 

(31 ~ ~  

0.05 0A 0 0.15 0.20 0.25 0.30 

Resolution, 4sin~(0)/,C (A ~) 

Fig. 10. Narbonin:  average phase di f ference compared  to the final 
phases.  ( l )  Initial model .  (2) First  A R P  phases.  (3) Second A R P  
phases.  

Results. The average difference between the initial 
phases and the first ARP phases is 36.2 ° for all reflections 
and 13.0 ° for the 10% reflections with highest E values. 
Between the initial phases and the second ARP phases the 
values are 32.2 and 12.5 ° respectively. Between the two 
ARP models the differences are 29.0 and 10.4 ° respec- 
tively. The average phase difference is only an overall 
characteristic. Phases from the two ARP models deviate 
from each other as much as they both deviate from the 
initial model. Nevertheless the two ARP maps look ap- 
proximately the same (Figs. 13b and 13c). However, the 
second ARP map (Fig. 13c) showed improvement in sev- 
eral places. Electron-density histograms are shown in Fig. 
14. The histograms for the two ARP maps are nearly iden- 
tical. Both are considerably 'better' than the histogram for 
the initial protein map, in that they are much more similar 
to the expected histogram at this resolution. 

P ( p )  
~ ARP model  

final protein 

I p ro le i , I  

0 p 

Fig. l 1. Narbonin:  e lect ron-densi ty  h is tograms for  maps  f rom initial 
model ,  after first A R P  and final model .  
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Thus the application of ARP to PP at 2.4 A resolution 
gave an improved (3Fo - 2Fc) map. The noise has been 
substantially reduced and several new features have ap- 
peared, which make it easier to correct the model. ARP 

effectively resulted in solvent flattening in spite of the 
fact that the molecular boundaries were not specially set. 
The distribution of the new electron density is consider- 
ably better according to histogram-matching criteria. Two 

(a) 

(b) 

Fig. 12. Narbonin: (a) Badly fitting 
initial model and initial density 
around residues 91 and 92. (b) Den- 
sity and atoms after first ARP. 
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different refinement protocols resulted in similar electron- 
density maps. However, the performance of 'smooth' ARP 
is much more convenient and makes the procedure com- 
pletely automatic: this ARP was completed within a single 
computer operation with constant parameters. 

The results were much less impressive, however, than 
for the previons examples when 1.8 A data were used. 
The ARP model was not adequate to allow automatic 
reconstruction of the protein from the ARP model to 
proceed with confidence. Rebuilding of the protein model 

(c) 

(d) 

Fig. 12 (cont.) Narbonin: (c) Incom- 
pletely built initial model and the 
initial density around residues 192 
and 205. (d) Same region with elec- 
tron density improved by first ARP 
and with ARP atoms. 
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Table 7. Pyrophosphatase: first ARP protocol at 
7.0-2 .4/~ resolution 

26 177 re f lec t ions  were  used .  

Step I 2 3 4 
R factor, start (%) 28.4 24.2 22.1 18.4 
R factor, end (%) 18.5 16.3 14.3 13.1 
No. of  atoms 4479 4482 4479 4480 
No. of  cycles of  10 7 10 10 

unrestrained refinement 
Cutoff (3Fo  - 2F~) 1.0 1.0 1.0 1.0 

density (o-) 
No. of  atoms rejected 469 250 99 88 
Threshold ( 2 1 : o -  2F,) 1.0 1.0 1.0 1.0 

density (o-*) 
No. of atoms added 472 247 100 71 

5 
16.5 
12.5 

4463 
8 

* T h e  t h r e s h o l d  va lues  a r e  s h o w n  in un i t s  o f  o, fo r  the  ( 3 F o  - 2F~) m a p .  

according to the ARP electron density has been carded 
out and the R factor is currently 19.0%. 

P r o p e r t i e s  o f  the  p r o c e d u r e  

Trajectories of atoms during ARP 
Application of the ARP to refinement of several pro- 

teins shows its ability to produce a correct model and thus 
to improve the calculated density by introducing atoms 
in 'new' places where the initial model had no, or not 
enough, atoms. How does the set of atoms in the initial 
model converge to the new set of atoms? The power and 
mechanism of improvement of the model using ARP are 
described here. 

The course of ARP for Ala 20 in FDH is shown 
schematically in Fig. 15, and with the improved electron 
density from the ARP model in Fig. 16, where the points 
indicate intermediate positions of the atoms during the re- 
finement. CB in the initial model moved out of density and 
was removed when the model was updated: this trajectory 
is coloured blue in Fig. 16. CA in the initial model moved 
to the true position of the CB atom. The true place for the 

Table 8. Pyrophosphatase." characteristics o f  the 2.4 A 
(3Fo - 2F~) electron-density distributions 

M a p  R .m. s .  (e A ~) S k e w n e s s  K u r t o s i s  
Initial 0.30 0.43 1.49 
Ist ARP 0.24 0.76 2.51 
2nd ARP 0.22 0.73 2.54 

CA atom was occupied by a new atom picked up in pos- 
itive difference density after several cycles of ARP. This 
trajectory is shown in red. The initial main-chain N and 
O atoms moved to what were, in reality, water positions 
during ARP and their places were taken up by C and CA 
atoms from neighbouring residues. 

To refine the FDH model a set of atoms with the 
same number of electrons was used. Such atoms can 
satisfactorily describe the electron-density distribution of 
atoms with a similar number of electrons (C, N, O). Fig. 17 
shows what happened for a typical S-containing residue. 
During ARP the atom initially located near the final S 
position remained essentially where it was. To compensate 
for the lack of electrons at the S position the initial CE 
atom moved to the S position. Thus in the ARP model 
there were two atoms at the S position. A new atom, with 
trajectory shown in red, was picked up and moved to the 
final place of the CE atom. The resulting ARP electron 
density is typical of a methionine residue. 

The trajectories shown in Figs. 16 and 17 are generally 
not linear. The atoms continually change direction and can 
sharply change after the model has been updated. These 
pictures clearly show the difference between ARP, with 
automatic rejection and addition of atoms, from the use of 
unrestrained refinement alone. When a big enough posi- 
tive peak in difference density appears it is immediately 
included as a new atom, provided it satisfies certain posi- 
tional requirements. If the peaks roughly correspond to the 
true position of atoms in the structure then such addition 

"'" ~ ' ° " "  " ' "  ~" " ' "  / = , / I , ~ _ ~ ' _ . ' .  ~ ~--~'. • "'" 
I. ~ L ~ , ~  - ~ • 

o .~.noo: , ,  • 

,~-~,~, . ,~-~e.,  : ,=."  " j ' .  ° t_. *~ - ~ , ~ 1 ' . = ° .  --,'~'~ ~o ' :  ; , .  

(a) (b) (c) 
Fig. 13. Pyrophosphatase: (a) Electron-density map calculated for initial model (R factor 27.3% at 2.4 A resolution). (b) Map after first ARP (R 

factor 12.5%). (c) Map after ARP performed with the 'smooth algorithm', see text (R factor 12.6%). Contour levels from 1.0 to 5.0 in steps 
of 1.0 of r.m.s density. Fractional map limits are x 0-1, y 0-1, z 0-0.08. 
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immediately improves the local density and model. This 
local improvement then promotes more accurate position- 
ing of neighbouring atoms. If any atom moves out of (3Fo 
- 2Fc) density it becomes a potential source of noise and 
is immediately taken out of the model. In general, if an 
atom is not placed in the correct position it is much more 
simple and powerful to remove it and pick it up in a new 
position from the difference map than to try to refine it by 
restrained least squares with manual rebuilding. 

Convergence 

FDH was successfully refined using ARP starting from 
a model obtained by molecular replacement and prelimi- 
nary rigid-body refinement at low resolution, where each 
domain was refined as a rigid body. This resulted in an 
ARP model deviating by an average of 0.5/~ in CA-atom 
position compared to the initial model. This ARP model 
was excellent and corresponded closely to the final refined 
model of FDH. 

The behaviour of the ARP was then tested by deliber- 
ately using weaker preliminary models. Firstly only two 
rigid bodies were used in the constrained refinement, the 
two independent subunits of FDH, i.e. the subunits were 
not refined in two domains as above. After four cycles 
of refinement in the resolution range 8.0-4.0/~ the model 
deviated on average by 1.4/~ in CA-atom positions com- 
pared to the final model. This model is referred to as 
the 'complete' initial model because it included all 5996 
protein atoms corresponding to the 383 residues (from a 
total of 393 in the sequence) which were ordered in the 
holo FDH structure. Only 373 residues were ordered in 
the final apo model. Three systematically incomplete ini- 
tial models were obtained using methods similar to rigid- 
body refinement. The 'polyglycine' model included only 

ARP models 

• " " protein 

o p 

Fig. 14. Pyrophosphatase: electron-density histograms for the initial and 
two ARP maps obtained using different protocols. 

main-chain atoms (about 51% of the total number). The 
'polyalanine' model included main-chain and CB atoms 
(63%). The 'polyserine' model included main-chain, CB 
and CG, OG, SG atoms of the 'complete' model (76%). 
The incomplete models thus correspond approximately to 
starting models with increasingly different sequences but 
with no deletions or insertions. 

The four models were each refined using a similar 
ARP protocol. 50 cycles of ARP were carded out. Each 
cycle consisted of: one cycle of unrestrained refinement 
at resolution 10.0-1.8 A; rejection of approximately 0.4% 
of the atoms located in the lowest (3Fo - 2Fc) density; 
addition of 0.7-1.7% of new atoms picked in positive (2Fo 
- 2Fc) density to increase the total number of atoms after 
the 50 cycles to be approximately 20% more than the 
true number of protein atoms. All new atoms were given 
temperature factors of 20/~2 during the first 20 cycles of 
ARP and 30 ./k 2 during the last 30 cycles. 

The results of the refinement are presented in Table 
9. After two rigid-body refinements all models, even the 
'complete' one, had an initial R factor more than 50%. 
For comparison the initial model obtained after refine- 
ment with four rigid bodies had an R factor of 37.4%, 
(see above). After ARP all models had a number of atoms 
equal to 117 % of the number of protein atoms in the final 
model. R-factor values for the ARP refined models vary 
from 22.0% for the 'polyglycine' model to 18.2% for the 
'complete' model but all are higher than the R factor of 
16.9% for the final model. All initial models gave calcu- 
lated phases deviating on average by more than 60 ° from 
the final phases. After ARP the phase differences were re- 
duced for all models. For the 'polyglycine' the phase devi- 
ation fell from 71.7 to 66.9 °, but for the 'complete' model 
much more, from 63.2 to 43.9 ° . If only the 10% strongest 
reflections are considered the phase improvement is even 
better. The 'polyglycine' phase deviation fell from 55.3 to 
43.7 ° , for the 'complete' model from 42.3 to 20.1 ° . Thus 
ARP generally improved phases, but was most effective 

Tyr19 

Fig. 15. A schematic representation of ARP for Ala 20 in FDH. The 
initial model is shown in black and the final model in white. Pointers 
indicate the movement of atoms during ARP. 
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for  the s trongest  reflections,  w h i c h  are essential  for  the 
h igh  qual i ty  o f  e lec t ron-dens i ty  maps.  

The  same  regions  o f  the (3Fo - 2Fc)  maps  are  s h o w n  in 
Fig. 18. Al l  the initial  maps  are very  difficult  to interpret.  
The  A R P  maps  look  m u c h  clearer.  The  maps  for  'po lyg-  

lyc ine '  and  ' po lya lan ine '  A R P  mode l s  still have  gaps in 

several  places  o f  the po lypep t ide  fold  and  in m a n y  places  
the s ide-chain  densi ty  is absent.  The  m a p  for  the ref ined 
'po lyse r ine '  m o d e l  has  mos t  features  present  in the final 
prote in  map.  The  m a p  for  the ref ined ' comp le t e '  m o d e l  
is qui te  s imilar  to the final map.  The  latter two  maps  can  
be  interpreted easily. Overal l  character is t ics  o f  the (3Fo 

Fig. 16. A region of FDH model near 
Ala 20. The (3Fo - 2Fc) electron 
density after ARP is contoured at 
1cr above the mean density. The 
initial model is shown in red, fi- 
nal model in green. Points indi- 
cate intermediate positions of atoms 
during refinement. Trajectories of 
movement of atoms which are re- 
mined from the initial model are 
coloured in green. Intermediate po- 
sitions of the CB atom which moved 
out of density and was automati- 
cally removed are shown in blue. 
The final position of the CA atom 
was occupied by a new atom picked 
up in positive difference density, of 
which the trajectory is shown in 
red. 

Fig. 17. A region of the FDH model 
near Met 329. The map and con- 
tour level are as in Fig. 16. The ini- 
tial model is shown in red, the fi- 
nal model is shown in green. The 
points indicate intermediate posi- 
tions of the atoms during the refine- 
merit. Trajectories of movement of 
atoms which are retained from the 
initial model are coloured in green. 
To compensate for the lack of elec- 
trons at the S atom, the CE atom 
moved from the original place to 
the S position. The trajectory for the 
new atom picked up and moved to 
the final place of the CE atom is 
shown in red. 
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Table 9. Application o f  the A R P  to incomplete and poorly prerefined F D H  models 

Completeness is estimated as the ratio of total number of atoms to the number of protein atoms in the final model..4~0 is the average phase differerence (o) 
to the final phases. The models were as follows: 'polyglycine' - main-chain atoms only (total 3064); 'polyalanine' - main-chain and CB atoms (total 3772); 
'Polyserine' - main-chain, CB and CG,'OG, SG atoms (total 4552); 'complete' - 5996 atoms of 2 x 383 residues. Refinement protocol: the initial models are 
those after molecular replacement followed by four cycles of refinement as two rigid bodies at 8.1)--4.0 A resolution, where each monomer was treated as a 
single unit. This resulted in r.m.s, deviation in CA positions for all initial models compared to the final protein model about 1.4 A. 50 cycles of ARP were 
carried out. Each cycle consisted of one cycle of unrestrained refinement in the resolution range 10-1.8 A, rejection of 0.4% 'worst' atoms and addition of 
0.7-1.7% new atoms. 

A~0 (°) (3Fo - 2F~) density map 
Completeness R factor All 10% strongest Correlation to R.m.s. 

Model (%) (%) reflections reflections final map (e A-a) Skewness Kurtosis 
'Polyglycine" 

Initial--ARP 51 --- 117 55.2---22.0 71,7--,'66.9 55.3---43.7 0.35--*0.44 0.87--*0.45 0.23--* 1 .08 0.63--*3.03 
'Polyalanine' 

Initial-- ARP 63-,. 117 54.3---20.8 70.4--*64.6 53.3--,.40.9 0.38--4,0.48 0.86--*0.42 0.22--," 1 .06  0.54--,,2.88 
'Polysenne' 

Initial--ARP 76~ 117 52.6--* 19.8 66.8--*53.4 47.4--*27.9 0.44--*0.62 0.84--*0.40 0.27--* ! . 1 7  0.66--*3.54 
'Complete' 

Initial--* ARP 100---117 50.5--18.2 63.2--*43.9 42.3--20.1 0.49-','0.72 0 .86- - -0 .41  0.34---1.27 0.75--*3.92 
Final 108 16.7 - -  - -  - -  0.42 1.42 4.42 

- 2Fc) maps are also presented in Table 9. The correla- 
tion of all initial maps to the final map was very poor. 
After ARP the correlation coefficient increased, especially 
for the 'polysefine' model from 0.44 to 0.62 and for the 
'complete' model from 0.49 to 0.72. All maps for the 
refined models have reasonable skewness and kurtosis pa- 
rameters, but these are significantly lower compared to the 
final map. The electron-density histograms plotted in Fig. 
19 show the real improvement of the density distribution 
for all the models. 

Table 10 shows the results of analysis of (3Fo - 2Fc) 
maps on the basis of the final protein model. The electron 
density for each protein atom of the final model was inter- 
polated from the maps. The number of residues of the final 
protein model having all atoms in density greater than l cr 
above the mean value appears to be a good criterion for 
estimating the quality of the improved density. If all atoms 
of a residue are at the required density it is highly probable 
that this residue can be easily built manually or automati- 
cally. The final FDH map has 640 such residues, 86% of 
the number of residues with non-zero occupancy. All ini- 
tial maps had less than one-third such residues. There was 
no substantial increase in the number of such residues in 
the 'polyglycine' and 'polyalanine' ARP maps. However, 
the 'polyserine' ARP map has 42% such residues and the 
'complete' ARP map about 65%. Returning to the FDH 
model after refinement with four rigid bodies (see above) 
the map after ARP had 635 such residues, 85% relative 
to 86% in the final map. 

The density maps, their characteristics, R-factor val- 
ues and average phase difference clearly demonstrate the 
power, possibilities and limitations of the ARP. The bet- 
ter the initial model, the better the resulting ARP im- 
provement. Two easily monitored parameters can be used 
as convergence criteria, the R factor and the characteris- 
tics of the (3Fo - 2Fc) density map. Using X-ray data 
of good quality and completeness the R-factor value for 
an ARP model below 20% at 1.8 A resolution indicates 
a substantially correct model, an.d at about 15 % a model 
and a map which are nearly identical to the final map. 

Other criteria which can be used to monitor the ARP are 
the skewness and kurtosis of the density distribution. The 
'expected' values of these depend on the resolution, per- 
centage of solvent in the cell and the overall temperature 
factor. Thus they can be estimated roughly from any other 
protein density map at comparable resolution [as suggested 
for histogram matching by Lunin (1988) and Zhang & 
Main (1990)]. However, the values will be perturbed by 
the presence of heavy atoms such as metals in the protein 
and even to some extent by sulfur atoms. The values of 
the root-mean-square density, presented in Table 9, show 
that this parameter is not a useful indicator of the success 
or failure of the refinement. 

Radius of  convergence 

The 'radius of convergence' of ARP can be estimated 
roughly in terms of completeness of the initial model 
and how different it is to the final model, namely the 
root-mean-square deviation in atomic position. At 1.8 A 
resolution a molecular replacement model, including all 
the protein atoms with root-mean-square deviation in CA 
positions of about 0.5 A compared to the final model, 
can be straightforwardly refined using ARP (as shown for 
FDH). This remains true if most of the model is correct 
and the model is about 85% complete but still has several 
unresolved regions (as shown for narbonin). If the final 
model is significantly displaced from the initial model, 
as for the poorly preliminarily refined FDH with root- 
mean-square deviations in CA positions of 1.4 A, but is 
approximately complete, ARP results in a model giving a 
high-resolution density map quite similar to the final map. 
Even in the case of 75% completeness of such a poor 
model ARP gives substantial improvement and makes the 
density map much more interpretable. 

Concluding remarks 

ARP has been successfully applied to three proteins. It is 
clearly more powerful when high (better than 2.0/1~) data 
are available, but nevertheless gives definite improvement, 
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Fig. 18. Convergence properties of ARP. (a)-(d) The initial (left) and after ARP (right) density maps for incomplete and poorly preliminary refined 
FDH models (see text). The initial models used: (a) 'polyglycine', (b) 'polyalanine', (c) 'polyserine', (d) 'complete'. (e) Final map. The contour 
levels are 1, 2, 3, 4 and 5(7 above mean density. Maps limits are: x 102/192-137/192, y 1/96-11/96, z 16/120-75/120. 
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at least in the density map, even at 2.4 A. ARP requires as 
input a protein model which is more than 75% complete, 
i.e. which has 75% of the atoms within the least-squares 
radius of convergence of a true atomic position. The better 
the initial model, the better the result, at least in the present 
implementation. 

ARP resembles the use of alternating cycles of least 
squares and difference Fourier syntheses used in small- 
molecule crystallography where atomic resolution data are 
available. The fast Fourier transform is essential if the cal- 
culations for proteins, both for the diagonal approximation 
least-squares refinement and the maps, are to be carded 
out in a tractable time. The restricted resolution of data is 
the cause of the poorer convergence properties in the case 
of proteins. It is expected that the method would be much 
more powerful with 1.0/tt data, and this will be tested in 
the near future. 

As can be seen from Fig. 1, ARP is concerned with 
the refinement of a model starting with a set of atoms 
most of which are in essentially the correct position. The 
property it is based on is atomicity. ARP differs com- 
pletely from e.g. direct methods which are also based 
on atomicity and use statistical relationships between the 
structure factors as in those expressed by Sayre's equation 
(Sayre, 1972). They are only valid for structures contain- 
ing resolved equal atoms, and for ab initio phase genera- 
tion from amplitudes alone they normally require data to 
atomic (about 1 /~) resolution, which is the most serious 
limitation of direct methods. At lower resolution direct 
methods can be used, in principle, for the extension and 
refinement of an initial set of phases and several attempts 
have been made for proteins e.g. Sayre (1974) and Agar- 

P(P) 
f inal model 

'Complete' ARP model 

'Polyser ine '  ARP model 

'Polyalanine'  ARP model 

'Polyglyc ine '  ARP model 

• Is 

0 P 

Fig. 19. Convergence properties o f  A R E  Electron-density histograms 
for incomplete and poorly preliminary refined FDH models (see text). 
There are four initial models, after ARP  and final model. 

Table 10. Number and percentage o f  residues in the 
final FDH model having all atoms in (3Fo-  2Fc) 

density greater than l tr above the mean density 

The percentage is given relative to the 746 residues which are ordered in the 
final apo FDH model. 

Model used to Initial density Density after the ARP 
calculate density No. % No. % 
"Polyglycine" 49 7 78 I 0 
'Polyalanine' 105 14 124 17 
'Polyserine' 162 22 270 36 
'Complete" 222 30 419 56 
Final protein --  --  640 86 

wal & Isaacs (1977). These have met with limited success 
and the methods have not been applied generally. 

Another approach to refine and extend an initial phase 
set at less than atomic resolution is density modification, 
in a variety of implementations. The map is modified 
according a number of possible restraints, and the phases 
resulting from the inversion of the modified map used 
in a cyclic manner. The most popular and widely used 
restraint is solvent flattening as described by Wang (1985). 
The procedure requires the definition of the molecular 
boundary and the density outside this boundary is set 
to zero. No model is required; however, this means that 
atomicity is not imposed on the structure. 

Exploitation of non-crystallographic symmetry through 
molecular averaging as an additional restraint (e.g. 
Bricogne, 1974) is clearly more powerful than solvent flat- 
tening alone, especially in the case of high symmetry such 
as in viruses. The restraint of histogram matching, where 
the current electron-density distribution is adjusted to the 
expected distribution, has also been reported to be quite 
powerful (Lunin, 1988; Zhang & Main, 1990). However, 
it does not implicitly impose real atomicity on the density 
either. 

Several density-modification methods are based on the 
representation of the initial density by dummy atoms, i.e. 
using atomicity as a restraint. In the method suggested by 
Agarwal & Isaacs (1977) a dummy model is built into 
an MIR map and the atoms refined to get a new set of 
calculated phases, which are then combined with the pre- 
vious phases and used to extend the resolution. This was 
tested on the refinement of insulin with phase extension 
from 3.0 to 1.5 A and resulted in some improvement in 
the map obtained, but the phases still differed by 70 ° from 
the final phases. However, the dummy atoms were only 
used to represent the MIR density and were not a real pro- 
tein structure. A similar approach was reported by Lunin 
& Urzhumtsev (1984) for 7-crystallin at 2.7 A resolution. 

In a modification of this approach (Lunin, Urzhumtsev, 
Vernoslova, Chirgadze, Nevskaya & Fomenkova, 1985) 
dummy atoms were put around existing protein atoms to 
represent the 'difference' map calculated from the partial 
model. This is intermediate between restrained refinement 
of a protein model and density modification with the re- 
straint of atomicity but without the imposition of 'protein- 
like' structure. It was developed on 7-crystallin refinement 
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at 2.7 A resolution. Urzhumtsev and coworkers (Urzhum- 
tsev, Lunin & Vernoslova, 1989) briefly reported the ap- 
plication of this approach to the refinement of pea lectin 
with phase extension from 3.0 to 2.4 A. 

In ARP the initial set of atoms comes from a protein 
model and the initial map is calculated with phases from 
this model. The initial protein phases are not used again. 
The refinement imposes atomicity and real protein struc- 
ture, arising implicitly from the high-resolution data cou- 
pled with the reasonable starting model. 

ARP has been shown to work very successfully when 
used with accurate high-resolution data and a reasonable 
starting model. In its present form ARP should not be 
used indiscriminately at lower resolution with poor models 
until considerably more experience and improved criteria 
have been obtained as such incorrect applications could 
potentially lead to incorrect models. 
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