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Combined fluctuating charge and polarizable dipole models:
Application to a five-site water potential function

Harry A. Stern, F. Rittner, B. J. Berne,a) and Richard A. Friesner
Department of Chemistry and Center for Biomolecular Simulation, Columbia University,
New York, New York 10027

~Received 12 February 2001; accepted 6 April 2001!

We present a general formalism for polarizable electrostatics based on fluctuating bond-charge
increments and polarizable dipoles and its application to a five-site model for water. The
parametrization is based largely on quantum-chemical calculations and should be easily transferable
to other molecules. To examine basis-set effects we parametrized two models from two sets of
quantum calculations, using the aug-cc-pVTZ and aug-cc-pVQZ basis sets. We computed several
gas-phase and condensed-phase properties and compared with experiment orab initio calculations
as available. The models are quite similar and give condensed-phase properties at ambient
conditions that are in reasonable accord with experiment, but evince errors consistent with a
liquid-state dipole moment that is slightly too large. The model fit to the aug-cc-pVTZ basis set has
a smaller liquid-phase dipole moment and thus gives a somewhat better description of liquid water
at ambient conditions. This model also performs well away from room temperature, deviating less
than 2% from the experimental density from 0 to 100 °C, and showing good agreement with
experimental radial distribution functions, although the temperature of maximum density (;20 °C!
is slightly too high and the model somewhat underpredicts the persistence of the hydrogen-bond
network at elevated temperatures. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1376165#
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I. INTRODUCTION

Computer simulation at the atomic level of detail r
quires an expression for the potential energy~for Monte
Carlo! and its gradient~for molecular dynamics or minimi-
zation! as a function of the position of the atoms. Thou
impressive progress has been made inab initio molecular
dynamics,1–5 in which these things are calculated ‘‘on th
fly’’ through a quantum-mechanical electronic structure c
culation, simulating a large system such as a protein solv
in water entirely by this method remains computationa
unfeasible. Creating and improving simple potential ene
functions for use in large-scale condensed-phase simula
therefore remains an important task.

Because of the biological importance and anomal
physical properties of water, more effort has been direc
toward models for this molecule than perhaps all others c
bined. Water potentials may be roughly divided into two c
egories: empirical andab initio. Empirical potentials are
typically extremely simple in form and cheap to evalua
The parameters of the model are fit to reproduce liquid pr
erties, most often at room temperature, thus compensa
for the inability of so simple a model to describe the tr
intermolecular interaction. Such potentials do quite well
accounting for liquid properties, in some cases even for th
modynamic states far away from those used for parametr
tion. The simplest empirical potentials have fixed charg
and thus include many-body polarization effec
implicitly.6–11 Later empirical potentials have included p

a!Electronic mail: berne@chem.columbia.edu
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larization explicitly in the form of one or more dipol
polarizabilities12–25or fluctuating charges.26–32Including ex-
plicit polarizability has led to a better description of ne
water and aqueous solutions. For instance, the TIP4P
model28 has recently been shown to have a density maxim
at 4 °C,32 even though it was fit only to room-temperatu
properties.

In contrast to empirical models,ab initio models33–41

attempt to describe the true intermolecular potential ene
surface. The functional form is often more complicated a
is usually fit to quantum-chemical calculations on mon
mers, dimers, or small clusters. In principle such potent
should provide an accurate description of water in any th
modynamic state. In practice, whileab initio models provide
a much better description of small clusters in the gas ph
their predictions of condensed-phase properties~when these
have been computed! have not been significantly better tha
empirical models, especially given the greater computatio
expense. This is likely due to shortcomings in the quant
mechanical calculations used for parametrization, the fin
number of points sampled on the potential energy surfa
the fact that data are still fit to a relatively simple analy
function, and the inability to ‘‘parametrize away’’ errors i
the simulation itself~finite system size, treatment of long
range electrostatics, quantum effects, use of a rigid mo
etc.!.

Our approach is a compromise between a strictlyab ini-
tio parametrization and a purely empirical model. We wish
retain a relatively simple functional form that is chea
enough for large-scale simulations. We are interested i
7 © 2001 American Institute of Physics
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2238 J. Chem. Phys., Vol. 115, No. 5, 1 August 2001 Stern et al.
systematic method of parametrization that may be app
generally and easily to other molecules besides water.
deed, we confess that the primary motivation for this work
not so much to add another water potential to the large
lection in the literature as to obtain a measure of the relia
ity of a parametrization method by trial on a particular
challenging system. Finally, we are especially concer
with performance at physiological conditions~room tem-
perature and pressure!, although we view nonphysiologica
conditions as an important test of the robustness of
model. We have developed a new water potential with th
goals in mind. The electrostatic model incorporates both
larizability and intramolecular charge transfer, and is para
etrized to gas-phase quantum-chemical calculations, as i
short-range part of the pair potential. However, some det
of the model such as the choice of geometry~a five-site
rather than a three- or four-site model! have been influenced
by performance in the condensed phase, and we have fi
long-range part of the pair potential directly to the liqu
density at room temperature and pressure. We have teste
potential by computing a number of gas-phase a
condensed-phase properties and comparing to experime
high-levelab initio calculations.

This paper is organized as follows: Section II describ
the electrostatic model in a general form as well its spec
application to the water model, Sec. III describes the det
of the methods used for parametrization and simulation, S
IV gives the results of the simulations, and Sec. V prese
conclusions.

II. MODEL

A. Fluctuating bond-charge increment Õpolarizable
dipole model

The current model represents the electrostatics of a m
ecule by a set of dipoles on sites and bond-charge increm
between pairs of bonded sites. We use the term ‘‘site’’
denote either an atom or an off-atom virtual site~for in-
stance, a site intended to represent lone-pair electrons o
M-site in the TIP4P water geometry!.

In the fluctuating bond-charge increment formalism,42–44

site charges result from the transfer of charge from one
to a bonded neighbor, such that no net charge is create
destroyed. We may represent transfer of~positive! charge
from site i to site j by a bond-charge incrementqi j , which
contributes a charge2qi j to site i and a charge1qi j to site
j. The total charge on a site is then the sum of the contri
tions from all bond-charge increments containing that sit

In analogy to the fluctuating charge model,28 we may
expand the energy of transferring a chargeqi j between two
sites to second order:

U~qi j !5x i j qi j 1
1
2 Ji j qi j

2 , ~1!

wherex i j andJi j are parameters depending only on the typ
of the sites.~It might be argued thatx i j andJi j should also
depend on the distance between the sites, but the cu
water model does not include such a dependence, since
rigid. Even for a flexible model, one might not want to i
clude distance dependence, because it implies a force
Downloaded 15 Sep 2006 to 171.64.133.179. Redistribution subject to AI
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tween the bonded atoms, and one might wish all such for
to be subsumed in the stretch/bend part of the model.!

One may express the parametersx i j andJi j in terms of
the electronegativitiesx i8 , x j8 and hardnessesJi8 , Jj8 of the
two bonded sites, as well as the coupling between them,Ji j8 .
According to the fluctuating charge model,28 the energy of
creating a bond-charge incrementqi j ~that is, a charge
2qi j on sitei and1qi j on site j ) is

U~qi j !52x i8qi j 1x j8qi j 1
1
2 Ji8qi j

2 1 1
2 Jj8qi j

2 2Ji j8 qi j
2 . ~2!

Therefore

x i j 5x j82x i8, ~3!

Ji j 5Ji81Jj822Ji j8 . ~4!

But there is no reason not to think ofx i j and Ji j as funda-
mental, which has the virtue of replacing five paramet
with two. The linear coefficientx i j is the electronegativity
difference between the two sites; the quadratic coefficientJi j

is a measure of the work needed to transfer the charge.
might even go a step further and think of the bond-cha
increment as a capacitor. Then 1/Ji j is the capacitance, sinc
the work needed to ‘‘charge up’’ the capacitor isJi j qi j

2 /2, and
x i j is the ‘‘potential difference’’ of the ‘‘battery’’ hooked up
to the capacitor, i.e., the potential difference imposed due
the difference in electronegativities of the two sites.

The expression for the energy of an induced dipole m
mentmW i on a sitei is very similar:

U~mW i !5gW i•mW i1
1
2 mW i•ai

21"mW i . ~5!

The quadratic term is the familiar self-energy of an induc
dipole;ai is the polarizability of sitei. The linear coefficient
gW i represents~the negative of! an ‘‘intrinsic’’ electric field at
site i—that is, an electric field that exists even in the abse
of any other sites or external fields. We would expectgW i to be
nonzero only if the site were part of an asymmetric molecu
The parametergW i is really just a way to introduce a ‘‘perma
nent,’’ nonzero dipole moment in an isolated molecule;
could have written Eq.~5! in the form 1

2(mW i2mW i
0)•ai

21
•(mW i

2mW i
0); however, Eq.~5! is more consistent with the notatio

used for fluctuating bond-charge increments and is somew
more convenient in that one need keep track of only o
dipole moment on a site~rather than both a permanent an
induced dipole moment!.

The electrostatics of a system of molecules is rep
sented by a collection of interacting bond-charge increme
and dipoles. We introduce a scalar couplingJi j ,kl between
bond-charge increments on sitesi , j and k,l ; a vector cou-
pling SW i j ,k between a bond-charge increment on sitesi , j and
a dipole on sitek; and a rank-two tensor couplingT i , j be-
tween dipoles on sitesi and j. Then the total energy is
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



n
i

e
n
re
cu
g

tio
a

ge
ibe
-
m
la

cr

rin

o
nt
a

re

a
o

-
at

a
at

ng-
s
s of
–

he-
d

nd
s
and

en
del

re-

ents
, in

rge
fer
nd-
ate

ith
per-

crip-
y
gen
case
en

2239J. Chem. Phys., Vol. 115, No. 5, 1 August 2001 A five-site water potential function
U~$qi j %,$mW i%!5(
i j

S x i j qi j 1
1

2
Ji j qi j

2 D
1(

i
S gW i•mW i1

1

2
mW i•ai

21
•mW i D

1
1

2 (
i j Þkl

qi j Ji j ,klqkl1(
i j ,k

qi j SW i j ,k•mW k

1
1

2 (
iÞ j

mW i•T i , j•mW j . ~6!

A natural choice for coupling of bond-charge increments a
dipoles that are well-separated in space is the Coulomb
teraction:

Ji j ,kl5
1

r ik
2

1

r il
2

1

r jk
1

1

r j l
, ~7!

SW i j ,k5
rW ik

r ik
3

2
rW jk

r jk
3

, ~8!

T i , j5
1

r i j
3 S 123

rW i j rW i j

r i j
2 D . ~9!

The Coulomb interaction diverges as the distance betw
bond-charge increments and dipoles goes to zero, so will
be appropriate if they are too close. Physically, this rep
sents the fact that a point multipole description is only ac
rate from far enough away. This can be remedied by usin
screening function rather than the bare Coulomb interac
at close distances, which is effectively the same thing
replacing the point multipoles with a ‘‘smeared-out’’ char
distribution; several variations on this approach are descr
in the literature.28,45–51Alternately or in addition to screen
ing, interactions may simply be omitted or scaled for ato
that are close neighbors within a molecule. Many molecu
mechanics force fields follow this approach.

For any set of spatial coordinates, the bond-charge in
ments and dipoles are determined by minimizing Eq.~6!
with respect to these degrees of freedom; that is, requi
that

]U

]qi j
50, ~10!

¹mW k
U50 ~11!

for all bond-charge increments on sitesi , j and dipoles on
sitesk. It can be shown that for a system consisting only
dipoles, Eq.~11! is equivalent to the usual self-consiste
field requirement on the induced dipoles. Likewise, for
system consisting only of fluctuating bond-charge inc
ments, it can be shown that Eq.~10! is equivalent to the
usual requirement of electronegativity equalization with
constraint of charge neutrality for every isolated collection
bond-charge increments.

Equations~10! and~11! may be solved by matrix diago
nalization or by iterative methods. Alternately, the fluctu
ing bond-charge increments and dipole moments may be
signed fictitious masses and kinetic energies and integr
Downloaded 15 Sep 2006 to 171.64.133.179. Redistribution subject to AI
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along with the spatial coordinates in the extended Lagra
ian scheme.1,16,28,46The dynamics so generated is fictitiou
and functions only as a way to keep the electronic degree
freedom close to the minimum-energy ‘‘Born
Oppenheimer’’ surface.

B. POL5 water potential

The current water potential, called POL5, has a tetra
dral geometry similar to the ST2 model of Stillinger an
Rahman6 and the recent TIP5P model of Mahoney a
Jorgensen.11,52 The OH bond length and HOH bond angle
are set to the experimental gas-phase values, 0.9572 Å
104.52°. Virtual sites denoted L1 and L2 are placed along
lone-pair directions at a distance of 0.5 Å from the oxyg
and making an angle of 109.47°. The geometry of the mo
is depicted in Fig. 1.

The electrostatics of a POL5 water monomer are rep
sented by bond-charge incrementsqOH1

and qOH2
between

the oxygens and the hydrogens and bond-charge increm
qOL1

andqOL2
between the oxygens and the lone-pair sites

addition to a dipole momentmW O on the oxygen only. The
charge on each site is then

qH1
5qOH1

, ~12!

qH2
5qOH2

, ~13!

qL1
5qOL1

, ~14!

qL2
5qOL2

, ~15!

qO52qOH1
2qOH2

2qOL1
2qOL2

. ~16!

In the current model, the oxygen–hydrogen bond-cha
increments are allowed to fluctuate, allowing charge trans
between these sites. However, the oxygen lone-pair bo
charge increments are fixed, since allowing these to fluctu
only negligibly improved the agreement of the model w
gas-phase quantum-chemical calculations and decreased
formance in the condensed phase. It appears that the des
tion of out-of-plane polarization by a dipolar polarizabilit
and charge transfer between lone-pair locations and oxy
is somewhat redundant. This does not appear to be the
with in-plane polarization: including charge transfer betwe

FIG. 1. POL5 model geometry.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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2240 J. Chem. Phys., Vol. 115, No. 5, 1 August 2001 Stern et al.
hydrogens and oxygens improved the model both in the
phase and condensed phase. It should be noted that wi
any dipole moment at all, agreement with quantum-chem
gas-phase calculations was significantly poorer, in acc
with previous findings,43 so models consisting only of fluc
tuating charges were not pursued.

We omitted coupling between the two bond-charge
crements, or between either bond-charge increment and
dipole moment within the same molecule. Including su
coupling ~in the form of a bare Coulomb interaction,
screened Coulomb interaction, or a constant coefficient! only
marginally improved the agreement with quantum-chem
calculations used for parametrization, and the model is s
pler without it. The electrostatic energy of a single PO
water monomer is then

Umonomer5xOH~qOH1
1qOH2

!1 1
2 JOH~qOH1

2 1qOH2

2 !

1gW O•mW O1
mO

2

2aO
. ~17!

Here we treatxOH, JOH, gW O, and aO as parameters fit to
quantum-chemical calculations of the electrostatic poten
along with the fixed bond-charge incrementqOL , as de-
scribed in Sec. III.

The coupling between bond-charge increments and
poles on separate water molecules was taken to be Cou
bic as specified in Eqs.~7!–~9!, with the following modifi-
cation. The Coulombic interaction with charges on the lo
pair sites was replaced with a cubic-spline screening func
at distances closer than 2.0 Å, so as to represent the lone
charges as smeared out over a finite region of space ra
than being concentrated at a point. The value of 2.0 Å w
chosen because it is at this distance that probe interac
energies first deviate from those predicted by a Coulom
model; see Sec. IV. This distance is interpreted as the w
of the lone-pair charge distribution, so that screening for
teractions between two lone-pair sites begins at 4.0
screening for interactions between a lone-pair site and
other site begins at 2.0 Å, and interactions between oxy
and hydrogen sites are unscreened. We initially tried plac
a screening radius on the oxygen as well, but this did
significantly alter gas-phase results and in fact decreased
formance in the condensed phase.

In addition to the electrostatic part, the POL5 potent
has a pairwise interaction similar to a Buckingha
potential53 between the oxygens in order to take into acco
repulsion and dispersion:

Upair5Ae2r OO/s2
B

r OO
6

, ~18!

whereA, B, ands are parameters.

III. COMPUTATIONAL DETAILS

A. Parametrization

The electrostatic parameters of the model were fit i
manner similar to that described in Ref. 43. We applied
Downloaded 15 Sep 2006 to 171.64.133.179. Redistribution subject to AI
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series of electrostatic perturbations to a water molecule
the form of dipolar probes consisting of two opposite charg
of magnitude 0.78e, 0.58 Å apart~for a dipole moment of
2.17 D—similar to that of nonpolarizable models for liqu
water such as SPC/E9!, placed at various locations. The ou
come of the fitting procedure was relatively insensitive to
exact form of the perturbations, i.e., the magnitude or po
tion of the probe charges. For each perturbation, the cha
in the electrostatic potential~ESP! at a set of grid points
outside the van der Waals surface of the molecule was c
puted using density-functional theory~DFT! with the B3LYP
method.54,55All calculations were performed with the Jagu
electronic structure code.56 The response parameters of th
model—that is,JOH and aO—were chosen to minimize the
mean-square deviation between the change in the ES
given by model and by the DFT calculations. Next,xOH,
gW O, andqOL were fit so as to best reproduce DFT calcu
tions of the ESP of an unperturbed water molecule. The v
tor gW O was expressed as a sum of vector parameters poin
along the OH and OL bonds,gW OH and gW OL . This avoids
having to transform between the molecular frame and the
frame in order to compute forces on the atoms.~For a rigid
water model, this is not so complicated, but we wish o
methodology to be readily extendible to larger molecu
with internal degrees of freedom.!

To examine basis-set effects, the fitting procedure w
performed twice: once with the aug-cc-pVTZ basis set a
once with the aug-cc-pVQZ basis set, producing two mod
denoted POL5/TZ and POL5/QZ, respectively. The para
eters for these two versions of the POL5 potential are q
similar and are listed in Table I.

The cubic splinef (x) used for close-range lone-pair in
teractions was chosen such thatf (1)51 and f 8(1)521,
that is, such that the function value and its first derivat
match those of 1/x at x51. All sites have a ‘‘screening ra
dius’’ associated with them. As stated previously this rad
was chosen to be 0 for oxygens and hydrogens and 2.0 Å
lone-pair sites. Screening for the interaction between a
of sites is imposed at distances closer thans, the sum of the
radii of the two sites. Forr ,s, the Coulombicu(r )51/r is
replaced with

u~r !5
1

s
f ~r /s!. ~19!

Figure 2 shows a plot off (x) used for the POL5/TZ model
that used for the POL5/QZ model is almost identical. T
parameters for the splines for the two models are given
Table II.

TABLE I. Electrostatic parameters for the POL5 water model.

POL5/TZ POL5/QZ

qOL(e) 20.421 88 20.428 66
JOH(Å 21) 2.638 19 2.645 04
aO(Å 3) 1.059 99 1.084 16
xOH(e/Å ) 21.168 72 21.165 42

gW OH(e/Å 2) 20.153 59 20.150 71

gW OL(e/Å 2) 0.144 88 0.142 16
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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2241J. Chem. Phys., Vol. 115, No. 5, 1 August 2001 A five-site water potential function
The shape of the spline was fit to DFT calculations of
interaction energy of a water molecule and a dipolar pro
placed at various distances to the oxygen and in an orie
tion such that the water mimics a hydrogen bond accepto
shown in Fig. 3.

The parametersA,s, and B were chosen to reproduc
the binding energy and O–O distance of the minimu
energy water dimer as well as the density of liquid water
298.15 K. The target energy and distance were24.96 kcal/
mol and 2.8955 Å; these values were taken from high-le
ab initio calculations of Halkieret al.57,58 The target density
was 0.997 g/cm3. The resulting parameters for each of t
two models are listed in Table III.

B. Simulation methods

All molecular dynamics runs were performed withN
5256 molecules and used a time step of 1 fs. Constant
ergy and volume (NVE) simulations were performed with
the velocity Verlet integrator, constant temperature and v
ume (NVT) simulations with Nose´–Hoover chain~NHC!
thermostats59 on each molecule, and constant pressure
temperature (NPT) simulations with the Andersen–Hoove
type barostat of Martynaet al.60 as well as NHC thermostats
All runs used cubic periodic boundary conditions and Ew
summation for the electrostatics.61 The real-space cutoff fo
the Ewald sum wasL/2 where L is the box length, the
reciprocal-space cutoff was 5/2pL, and the screening param
eter was set to 5.6/L. The repulsion/dispersion pair potenti

FIG. 2. Cubic-spline screening function~dotted line! used for close-range
interactions with lone-pair sites, and 1/x ~solid line!.

TABLE II. Cubic spline parameters. The splines pass through the po
(x,y), and have a derivative of 0 atx50 and21 at x51.

POL5/TZ POL5/QZ

~0,2.305! ~0,2.303!
~0.25,2.278! ~0.25,2.292!
~0.5,1.8! ~0.5,1.801!
~0.75,1.312! ~0.75,1.312!
~1,1! ~1,1!
Downloaded 15 Sep 2006 to 171.64.133.179. Redistribution subject to AI
e
e
a-
as

-
t

l

n-

l-

d

d

was also truncated atL/2. Long-range corrections to the en
ergy and pressure~due to the B/r 6 portion only! were
applied.62 For NPT simulations, the cutoff was scaled alon
with the box length in order for the long-range corrections
the energy and pressure to be thermodynamic
consistent.63

The ‘‘electronic’’ degrees of freedom~the fluctuating
bond-charge increments and dipole moments! were propa-
gated using the extended Lagrangian method1,16,28,46—that
is, assigned masses and integrated along with the spatia
ordinates. The dynamics so generated is fictitious and fu
tions only as a scheme to keep the electronic degree
freedom close to the minimum-energy ‘‘Born
Oppenheimer’’ surface, without doing expensive iterati
solves or matrix inversion. We used the following simp
method for choosing the fictitious masses of the fluctuat
bond-charge increments and dipole moments: given a si
frequencyv, the mass of the bond-charge incrementqOH

was set toJOH/v2 and the fictitious mass of each componets

FIG. 3. Dipolar probe geometries. The hydrogen-bond acceptor mimic
used to fit the close-range screening function.

TABLE III. Pair potential parameters.

POL5/TZ POL5/QZ

A ~kcal/mol! 74 091 60 339
B ~kcal/mol Å6) 790 860
s ~Å! 0.298 37 0.306 16
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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of the fluctuating dipole momentmW O was set to 1/a2v2. In
this way, if the coupling between different fictitious degre
of freedom is weak, all the fictitious degrees of freedom w
be in resonance. Arguably this is beneficial since any le
of energy from the real system will be quickly distribute
throughout the entire fictitious system rather than building
a ‘‘hotspot,’’ which could make the fictitious dynamics un
stable. More importantly, ifv is chosen to be much large
than the frequencies of nuclear motion, then the fictitio
degrees of freedom will be far from resonance with t
nuclear degrees of freedom, little energy will be transfer
from the ‘‘real’’ system to the fictitious system, and the ele
tronic degrees of freedom will remain close to the minimu
energy surface as desired. In practice, the choice ov
550 000 cm21 worked extremely well: For all simulations
some of which were up to12 ns in duration with a~nuclear!
temperature of 100 °C, the temperature of the fictitious s
tem remained below 3.3 K without any thermostats nee
on it.

Computational expense for a system of 256 molecu
using standard Ewald summation and the extended Lagr
ian method is compared for several water models in Ta
IV. The POL5 model is about twice as expensive as its co
terpart without the dipole. It should be noted that Darden a
co-workers have recently combined particle-mesh Ew
~PME! and the extended Lagrangian method for dipolar
larizability models and shown that the cost overhead is o
33% above PME simulations of fixed-charge models.64

IV. RESULTS

In this section we present results from calculations
several properties in gas and condensed phase with the P
potential. We make comparisons toab initio and experimen-

TABLE IV. Computational expense for TIP4P, TIP4P/FQ, and POL5 re
tive to TIP5P. Results are for simulations using standard Ewald summa
and 256 molecules.

Model Relative expense

TIP4P 0.76
TIP4P/FQ 0.82

TIP5P 1.00
POL5 2.02
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tal data where available. We also compare with three wa
potentials that have appeared recently in the literature:
TIP4P/FQ potential of Rick, Stuart, and Berne,28 an empiri-
cal polarizable model with fluctuating charges; the TIP
potential of Mahoney and Jorgensen,11 an empirical fixed-
charge model; and the MCDHO model of Saint-Mart
et al.,41 an ab initio model including polarizability and flex-
ibility.

A. Monomer properties

The first property we examined was simply the qual
of the fit. For the POL5/TZ model, the rms deviation b
tween the change in the ESP at the grid points due to
dipolar probe perturbations, as predicted by the model an
given by DFT/aug-cc-pVTZ calculations, was 0.37 kcal/m
e21. For the isolated monomer, the rms deviation betwe
the ESP of the model and the DFT calculations was 0
kcal/mol e21. The quality of the fit for the POL5/QZ mode
was quite similar: the rms deviations between model a
quantum mechanics for the change in the ESP due to pe
bations, and the ESP for the isolated monomer, were 0
and 0.32 kcal/mole21, respectively.

Gas-phase electrostatic properties for an isolated mo
mer are listed in Table V. Both POL5 models reproduce
experimental dipole and quadrupole moments fairly well,
expected, since these quantities are also well reproduce
DFT calculations. The polarizability is slightly smaller tha
the experimental gas-phase value. This is due both to the
that the quantum-chemical calculations used for parametr
tion underestimate the polarizability, and to the fact that
electrostatic model is not fit only to the long-rang
asymptotic response~i.e., the molecular dipolar polarizabil
ity!, but to the response at close distances as well.

Interaction energies of a water molecule and a dipo
probe, for the geometries shown in Fig. 3 and at vario
probe distances, are shown in Figs. 4 and 5. Since the cu
spline screening function is fit to the interaction energies
the acceptor geometry, the model is indistinguishable fr
the quantum mechanics. The model without any screenin
also shown to illustrate the necessity of screening the lo
pair interactions. We note that the interaction energies in
hydrogen bond acceptor geometry first deviate from t
given by the unscreened, Coulombic model at a lone-p
probe distance of 2.0 Å~i.e., an oxygen-probe distance of 2

-
n

TABLE V. Gas-phase dipole momentm, quadrupole momentQ, and polarizabilitya of a water monomer. The
y andz axes lie in the plane of the molecule with thez axis along theC2 axis of symmetry.

POL5/TZ POL5/QZ TIP4P/FQa TIP5Pb MCDHOc Expt.

mz ~D! 1.854 1.853 1.860 2.292 1.850 1.855d

Qxx ~D Å! 22.335 22.332 21.785 21.48 22.44 22.5e

Qyy ~D Å! 2.337 2.335 1.882 1.65 2.67 2.63
Qzz ~D Å! 20.002 20.003 20.098 20.17 20.24 20.13

axx (Å 3) 1.060 1.084 0.0 0.0 1.217 1.415f

ayy (Å 3) 1.494 1.517 2.55 0.0 1.482 1.528
azz (Å 3) 1.320 1.344 0.82 0.0 1.357 1.468
aReference 28.
bReference 52.
cReference 41.
dReference 86.
eReference 87.
fReference 88.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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Å!. It was this observation that prompted the choice of 2.0
for the ‘‘radius’’ of the lone-pair charge distribution, i.e., th
distance at which the bare Coulomb interaction is repla
with the screened interaction. Furthermore, we observe
assigning such a screening width to the site on a hydroge
unnecessary, and indeed, would be unphysical. Examin
the probe interactions where the water simulates a hydro
bond donor, we observe that the Coulombic behavior pers
to close distances, and if anything, the modelunderestimates
the DFT interaction energies. This is because the water
drogen looks like a bare proton as the probe comes cl
and penetrates the electron cloud.

B. Gas-phase properties

We determined the optimal dimer geometry as given
the POL5 model and compared with high-levelab initio
calculations.57,58 These calculations constrained the mon

FIG. 4. Interaction energies between a water molecule and a probe w
the water mimics a hydrogen-bond acceptor. Thex axis is the distancer
between the nearest probe charge and the oxygen. These energies wer
to fit the close-range screening function, so the screened model is ind
guishable from the DFT calculations.
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mers to be rigid~at the experimental geometry!, optimized
the dimer structure at the coupled-cluster single double tr
level with the aug-cc-pVTZ geometry, and extrapolated fro
a series of calculations at the aug-cc-pVXZ level where
stands for D, T, Q, and 5 to obtain an estimate for the in
action energy in the complete-basis-set limit. Results
summarized in Table VI. The geometry is defined by t
O–O distance and two angles as shown in Fig. 6. T
minimum-energy dimer O–O distance and interaction ene
are reproduced exactly because the short-range repulsion
fit to these quantities; the model also reproduces the orie
tion of the monomers quite well.

We computed the geometries of the cyclic trimer, t
ramer, and pentamer, as well as four conformations of
hexamer: book, cage, cyclic, and prism, for the POL5 mod
as well as TIP4P/FQ and TIP5P. It should be noted that
did not perform a global conformational search, but star
from ab initio geometries and performed a local minimiz

FIG. 5. Interaction energies between a water molecule and a probe w
the water mimics a hydrogen-bond acceptor. Thex axis is the distancer
between the nearest probe charge and the oxygen. These energies wer
to fit the close-range screening function, so the screened model is ind
guishable from the DFT calculations.

re

used
in-
-
TABLE VI. Water dimer optimum geometry, interaction energyU, net dipole momentm, and average molecu
lar dipole moment̂ m&. The geometry is defined by the O2O distancer and the anglesu andf as defined in
Fig. 6.

POL5/TZ POL5/QZ TIP4P/FQa TIP5Pb MCDHOc ab initio Expt.

U ~kcal/mol! 24.96 24.96 24.50 26.78 25.00 24.96d 25.460.7e

r (Å ) 2.896 2.896 2.924 2.676 2.916 2.896f 2.98e

u ~deg! 4.694 4.913 0.173 21.610 3.8 4.754f 066e

f ~deg! 62.638 62.385 27.170 50.222 56.1 57.281f 5866e

m ~D! 2.435 2.439 3.430 2.920 2.681 2.683g 2.643e

^m& ~D! 2.063 2.065 2.055 2.292 2.086 2.1g

aReference 28.
bReference 11.
cReference 41.
dCCSD~T!, extrapolation from aug-cc-pVXZ series from Ref. 58.
eReferences 89,90.
fCCSD~T!/aug-cc-pVTZ geometry with constrained monomers from Ref. 57.
gReferences 91,92.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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tion with the model potential. All geometries were stationa
points on the potential surface. Structures for the dimer,
mer, tetramer, and pentamer as given by the POL5/TZ
tential are shown in Fig. 7; those given by the other pot
tials are very similar. Structures for the four hexam
conformations are shown in Fig. 8. From the model geo
etries, we computed the interaction energy of the cluster,
average distance between oxygens forming hydrogen bo
the net dipole moment of the cluster, and the average dip
moment of the water molecules in the cluster. Results
summarized in Table VII. With the exception of the trime
the TIP5P binding energies are consistently too large
hydrogen-bond distances are too short. This is to be expe
as the potential implicitly incorporates many-body effects
the form of augmented charges. The water hexamer re
sents a crossover point, where noncyclic structures bec
more stable than cyclic ones.65 Only MCDHO and the POL5
models appear to capture this behavior. For the hexam
the two empirical models resemble each other closely in
they give nearly the same relative energies for the four h

FIG. 6. Three parameters defining the minimum-energy water dimer ge
etry: r, u, andf.

FIG. 7. POL5/TZ structures for small clusters.
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amer conformations, although the TIP5P binding energ
are larger by 6 kcal/mol. Both predict the cyclic hexamer
be the most stable. While POL5 and MCDHO do somew
better in predicting the crossover, they are still inaccurate
particular, neither model ranks the cage or prism structure
the most stable. These two models give quite similar pred
tions for all binding energies; POL5 is slightly closer to th
ab initio results for the smaller clusters, while MCDHO
slightly closer for the hexamers. In general, none of the
tentials quantitatively predicts cluster binding energies
hydrogen-bond distances. It should be kept in mind that th
is most likely significant uncertainty in theab initio values
used for comparison, and theab initio calculations allowed
the intramolecular coordinates to relax; calculations c
straining the monomer geometries to be rigid might be m
appropriate for comparison. All polarizable models rep
duce theab initio average molecular dipole moments in th
clusters quite well, although the MCDHO model is in som
what better agreement with the net dipole moments.

We computed the classical second virial coefficie
B2(T) at several temperatures; these results are summa
in Table VIII. The second virial coefficient was computed f
the MCDHO model only at temperatures higher than 373
so that model does not appear in the table. The TIP4P
and POL5 models significantly underestimate the magnit
of the experimental virial; this is most likely due to the r
gidity of these models. On the other hand the TIP5P mo
significantly overestimates the magnitude of experime
consistent with its overestimation of cluster binding energi

C. Liquid at room temperature and pressure

Table IX summarizes liquid-state properties computed
room temperature and pressure from molecular dynam

-

FIG. 8. POL5/TZ structures for four conformations of the water hexam
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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TABLE VII. Cluster interaction energyU in kcal/mol, average distance between oxygens in hydrogen bo
^r O–O& in Å, net dipole momentm, and average molecular dipole moment^m&, both in D.

POL5/TZ POL5/QZ TIP4P/FQa TIP5Pb MCDHOc ab initio Expt.

Trimer
U 213.416 213.453 212.576 214.992 213.982 215.9d

^r O–O& 2.901 2.893 2.912 2.770 2.911 2.782d 2.96e

m 1.205 1.205 0.417 1.074 1.114 1.071f

^m& 2.218 2.228 2.216 2.292 2.270 2.1f

Tetramer
U 225.529 225.665 223.641 228.431 227.581 223.8g

^r O–O& 2.769 2.759 2.809 2.673 2.806 2.743g 2.79h

m 0.000 0.000 0.000 0.000 0.024 0.000f

^m& 2.468 2.491 2.432 2.292 2.528 2.5f

Pentamer
U 234.111 234.427 232.954 238.122 235.229 233.34g

^r O–O& 2.742 2.726 2.773 2.657 2.753 2.867g 20.76i

m 1.190 1.191 0.401 1.219 0.922 0.927f

^m& 2.570 2.607 2.546 2.292 2.689 2.6f

Hexamer~book!
U 242.464 242.771 240.152 246.680 243.977 244.74j

^r O–O& 2.788 2.777 2.815 2.688 2.809 2.766j

m 2.449 2.430 2.006 2.445
^m& 2.546 2.576 2.509 2.292

Hexamer~cage!
U 241.783 241.922 239.297 245.388 243.690 245.03j

^r O–O& 2.783 2.775 2.863 2.746 2.888 2.807j 2.820k

m 2.442 2.454 1.788 2.178 2.034 2.05f 1.904k

^m& 2.486 2.507 2.440 2.292 2.553 2.6f

Hexamer~cyclic!
U 241.785 242.224 241.368 247.309 244.264 243.88j

^r O–O& 2.737 2.720 2.756 2.654 2.731 2.714j 2.756k

m 0.017 0.003 0.000 0.000 0.134 0.000
^m& 2.621 2.662 2.607 2.292 2.791 2.7f

Hexamer~prism!
U 241.847 242.135 239.304 245.805 244.192 245.12j

^r O–O& 2.792 2.782 2.819 2.773 2.892 2.840j

m 2.905 2.931 3.254 2.692 2.627 2.701f

^m& 2.516 2.544 2.482 2.292 2.558

aReference 28. gReference 98.
bReference 11. hReferences 102,103.
cReference 41. iReferences 95,96.
dReference 101. jReference 97.
eReferences 93,94. kReferences 99,100.
fReferences 91,92.
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simulations. The liquid-state energy, density, and aver
molecular dipole moment were computed in theNPT en-
semble at 1 atm and 298.15 K. Runs were equilibrated
100 ps and averaged over another 300 ps. Both models
parametrized to fit the experimental density, so they rep

TABLE VIII. Second virial coefficient at various temperatures.

B2(T) ~L/mol!
T ~K! POL5/TZ POL5/QZ TIP4P/FQa TIP5Pb Expt.c

298.15 20.680 20.671 20.640 22.935 21.158
310.65 20.569 20.562 20.539 22.247 20.966
323.15 20.483 20.478 20.460 21.765 20.816
335.65 20.416 20.412 20.398 21.418 20.696

aReference 28.
bReference 11.
cReference 104.
p 2006 to 171.64.133.179. Redistribution subject to AI
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duce it exactly. POL5/TZ reproduces the experimental liq
energy exactly, while POL5/QZ is slightly overbound as
consistent with its larger polarizability and resulting avera
molecular dipole moment. The MCDHO model is also ove
bound and has an even larger average molecular dipole
ment.

The static dielectric constante0 was computed in the
NVT ensemble at 0.997 g/cm3 and 298.15 K, from 20 sepa
rate runs of 100 ps each, by computing the mean-squ
fluctuation in the system dipole moment:

e05e`1
4prN

3kT
~^MW 2&2^MW &2!. ~20!

HereMW is net system dipole moment ande` is the infinite-
frequency dielectric constant,
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



2246 J. Chem. Phys., Vol. 115, No. 5, 1 August 2001 Stern et al.

Downloaded 15 Se
TABLE IX. Liquid 2state properties—energyU, densityr, dipole momentm, static dielectric constante0,
infinite2frequency dielectric constante` , translational diffusion constantD, and NMR relaxation time
tNMR—at 1 atm and 298.15 K.

POL5/TZ POL5/QZ TIP4P/FQa TIP5Pb MCDHOc Expt.

U ~kcal/mol! 29.9260.01 210.25060.007 29.8960.02 29.8760.01 210.4060.01 29.92d

r ~g/cm3) 0.99760.001 0.99860.001 1.01460.002 0.99960.001 1.0260.01 0.997d

m ~D! 2.71260.002 2.79160.002 2.6 2.29 3.0160.01
e0 9868 10567 7968 8262 78.3e

e` 1.68960.001 1.70860.001 1.59260.003 1 1.79f

D (1029 m2/s! 1.8160.06 1.2560.05 1.960.1 2.6260.04g 2.3h

tNMR ~ps! 2.660.1 4.060.2 2.160.1 1.460.1 2.1i

aReference 28. fReference 105.
bReference 11. gReference 52.
cReference 41. hReference 106.
dReference 83. iReference 107.
eReference 108.
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3V
Tr^A&, ~21!

whereA is the polarizability tensor of the system.66 While
both POL5/TZ and POL5/QZ have infinite-frequency d
electric constants in good agreement with experiment, t
static dielectric constants are slightly too high.

The translational diffusion constant was computed fr
the Einstein relation:

D5 lim
t→`

1

6t
^urW i~ t !2rW i~0!u&, ~22!

whererW i is the position of the center of mass of moleculei,
and the average is taken over all molecules. Averages w
taken from 20 separate trajectories, run in theNVE en-
semble, starting from initial configurations sampled from t
canonical distribution at 298.15 and 0.997 g/cm3. For each
trajectory, a line was fit to the average mean-square displ
ment in the range from 3 to 10 ps, and the slope avera
over all trajectories. A plot of the mean-square displacem
for one trajectory of the POL5/TZ model is shown in Fig.

The nuclear magnetic resonance relaxation time was
culated from the zero-frequency component of the Fou
transform of the rotational correlation function

C2
y~ t !5^P2@ êi

y~0!•êi
y~ t !#&, ~23!

whereêi
y is the unit vector pointing along the axis connecti

the hydrogens~the y axis! of molecule i, P2(x)5(3x2

21)/2 is the second Legendre polynomial, and the aver
as before is over all molecules. The zero-frequency par
the Fourier transform ofC2

y(t) is given to a good approxi
mation byA2

yt2
y , whereA2

yexp(2t/t2
y) is an exponential fit to

the long-range behavior ofC2
y(t).28 Values from twenty mul-

tiple trajectories were averaged in the same manner as
scribed for the translational diffusion constant. A plot of t
rotational correlation function for one trajectory of th
POL5/TZ model is shown in Fig. 10. We also calculat
tNMR for the TIP5P model of Mahoney and Jorgensen.11

The dynamics of the POL5 models are in reasona
qualitative agreement with experiment, but are somewhat
slow, especially the POL5/QZ model. As with the overes
p 2006 to 171.64.133.179. Redistribution subject to AI
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mation of the dielectric constant, the slow dynamics are m
likely the result of a liquid-state dipole moment that is to
large.

Radial distribution functions~RDFs! for the model and
the most recent experiments of the Soper lab67 at room tem-
perature and pressure are shown in Figs. 11–13. Extrac
RDFs from neutron or x-ray diffraction data is by no mea
a straightforward process and published results have va
somewhat over time.67–69 However, as shown in Fig. 14
Soper’s most recent analysis of neutron diffraction d
agrees quite well with the analysis of x-ray diffraction e
periments from the Advanced Light Source~ALS! at
Lawrence Berkeley National Laboratory from Glaeser a
Head-Gordon,70,71 as well as the TIP5P model, which wa
parametrized completely independently, suggesting that
newestgOO is quite reliable. The coordination number can
determined from the RDF by integratinggOO(r ) over the
first peak. Using the location of the first minimum in th
experimental curve~3.36 Å! as the limit of integration, we

FIG. 9. Average root-mean-square displacement for a trajectory of
POL5/TZ model~dotted line! and the line of best fit in the range from 3 t
10 ps~solid line!.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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obtain a coordination number of 4.5 for both versions of
model and for experiment. Agreement with the experimen
RDFs is good but not perfect. The first peak for both PO
models is slightly too short and too broad. POL5/TZ appe
slightly understructured in that the first trough is not de
enough, nor is the second peak high enough; all features
also shifted very slightly out too far. POL5/QZ gives th
correct depth for the first trough~although it, too, is shifted
out slightly!; however it appears slightly overstructured
the second peak, while at the correct location, is a bit
high.

There is at present some controversy in the literat
about the ‘‘correct’’ value of the liquid-state dipole momen
Coulson and Eisenberg obtained a value of 2.6 D for
Ih .72 However, Batistaet al. repeated their analysis usin

FIG. 10. Rotational correlation function for a trajectory of the POL5/T
model ~dotted line! and the exponential fit in the range of 2–5 ps~solid
line!.

FIG. 11. Oxygen–oxygen radial distribution functiongOO(r ) at 298.15 K, 1
atm for the POL5 potential compared with the latest results of Soper.
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more recent input data and obtained a value of 3.09 D.73 A
recent analysis of x-ray diffraction data by the Soper gro
the first experimental study of the average dipole momen
liquid water, inferred a value of 2.9 D at ambie
conditions.74 The dipole moment of most water models h
tended to be somewhat lower. Sprik has observed that po
izable models need a liquid-state dipole moment close to
D in order to reproducee0; the dielectric constant will be too
large if this is not the case.14 For example,e0 for the NCCab
initio model, which has a liquid-state dipole moment of 2.7
2.8 D, was determined to be around 100.75 Our data are
clearly in agreement with this hypothesis. However, Silv
trelli and Parrinello have suggested that the correct value
the liquid-state dipole moment is somewhat larger, arou
3.0 D, based onab initio molecular dynamics simulations.4,76

FIG. 12. Oxygen–hydrogen radial distribution functiongOH(r ) at 298.15 K,
1 atm for the POL5 potential compared with the latest results of Soper

FIG. 13. Hydrogen–hydrogen radial distribution functiongHH(r ) at 298.15
K, 1 atm for the POL5 potential compared with the latest results of Sop
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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The MCDHOab initio model also predicts a moment of 3
D. However, dielectric constants have not been compu
either for this model or forab initio molecular dynamics
simulations, although Silvestrelli and Parrinello have
ported a rough estimate of 86.4 Furthermore, it is unclea
whether a molecular dipole moment can even be unamb
ously defined for anab initio wave function, given that the
calculated value depends strongly on the specific met
used to partition the continuous charge distribution in
molecules.77

Given thatab initio models are unable to ‘‘parametriz
away’’ quantum effects, it seems possible that large dip
moments and associated shortcomings such as too m
structure, too high a heat of vaporization and dielectric c
stant, and too slow dynamics are artifacts of the class
treatment of the nuclear motion, and the ‘‘true’’ value for t
dipole moment is somewhat closer to 2.6 D. While no qu
tum simulations of polarizable water appear to have b
performed, path-integral simulations78 of fixed-charge water
models, both rigid79 and flexible,80,81indicate that for a given
model, the quantum liquid is less structured, has a lo
dielectric constant, and has faster dynamics~according to the
approximate centroid molecular dynamics method!. In par-
ticular, structural changes due to quantum effects were
ported to be as large as those due to raising the temper
by 50 K,79 dielectric constants were smaller for the quantu
liquid by 15%–20%,81 and diffusion constants larger b
40%–70%.81 These changes would certainly bring the p
dictions of the POL5/QZ model better in line with expe
ment. Other explanations for a too-large dipole moment
also possible: For instance, that due to Pauli repulsion
tween molecules, it is harder to distort their electron clou
in the condensed phase, so that the polarizability for mod
in condensed phase should be somewhat smaller than
gas-phase value. This argument is supported byab initio
calculations of Morita and Kato,82 who found that the calcu

FIG. 14. Comparison of the oxygen–oxygen radial distribution functio
gOO(r ) from analysis of neutron data by Soper, analysis of x-ray data fr
the Advanced Light Source~ALS! at Lawrence Berkeley National Labora
tory by Glaeser and Head-Gordon, and the TIP5P model.
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lated polarizabilities of neutral species in water were d
creased as much as 13%–18% from their values in vacu
Whatever the cause, the slightly smaller basis set use
parametrize the POL5/TZ model produces a smaller pola
ability and hence a smaller liquid-phase dipole moment,
proving the dielectric constant and diffusion constant.

D. Liquid at other conditions

As POL5/TZ appears to be a slightly better model for t
condensed phase than POL5/QZ~at least for classical simu
lations!, we chose the former to perform additional wat
simulations at nonphysiological conditions. Water density
1 atm as a function of temperature for POL5/TZ is shown
Fig. 15. Experimental data are from Ref. 83. As is w
known, the density of cold water changes with temperat
in a manner opposite to that of almost all other substan
As the open, tetrahedral structure breaks down, the den
increaseswith temperature, leading to a maximum in th
density at 4 °C. A density maximum is observed for POL
TZ, but it is located at too high a temperature, 20–25 °
Furthermore, the density decreases too sharply as the
perature is lowered. These discrepancies with experimen
similar to those observed with the ST2 model.6 The TIP5P
model was parametrized to produce a density maximum
the correct location; however, the maximum is somewhat
sharp as well. In particular, the density decreases too rap
as the temperature increases, yielding overestimates o
coefficient of thermal expansion. The density of t
POL5/TZ model also decreases somewhat too rapidly,
less so than TIP5P, so that agreement with the experime
density from 0 to 100 °C is quite good, with maximum d
viation less than 2%. The TIP4P/FQ model has a den
maximum at the correct location; as with the other mode
the maximum is too sharp.32

The heat of vaporizationDHvap as a function of tempera
ture is shown in Fig. 16. Experimental data are from Ref.
For all models,DHvap decreases too quickly with increasin
temperature. This is reflected in the constant-pressure

s
FIG. 15. Water densityr at 1 atm as a function of temperature for POL
TZ, TIP4P/FQ, TIP5P, and experiment.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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capacity, CP5(]H/]T)P , which was computed using
centered-difference approximation and is shown in Fig.
along with experimental data from Refs. 84 and 85. Agr
ment with the experimental heat capacity is slightly better
the POL5/TZ model than for TIP4P/FQ or TIP5P. Howev
the experimental constancy ofCP from 0 to 100° is not
well-reproduced by any of the models.

Radial distribution functions at several other thermod
namic state points were computed for the POL5/TZ mod
These are plotted and compared with the latest results f
Soper67 in Figs. 18–20. In general the model agrees qu
well with experiment. However, it is apparent that the mo
somewhat underpredicts the ability of the hydrogen-bo
network to withstand increases in temperature and press
A well-defined first peak in the OH curve persists at all te
peratures and pressures in the experimental curve. This
is too small in the model at 423 K and is not well-defined

FIG. 16. Water heat of vaporizationDHvap at 1 atm as a function of tem
perature for POL5/TZ, TIP4P/FQ, TIP5P, and experiment.

FIG. 17. Water constant-pressure heat capacityCP at 1 atm as a function of
temperature for POL5/TZ, TIP4P/FQ, TIP5P, and experiment.
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673 K, becoming more of a shoulder. The lack of structu
appears in the OO curve as well; at 423 K at both pressu
and 673 K at the lowest pressure simulated~500 bar!, the
model RDF is almost featureless after the first peak, wh

FIG. 18. Oxygen–oxygen radial distribution functiongOO(r ) at various
thermodynamic states for POL5/TZ~dotted line! compared with the latest
results of Soper~solid line!.

FIG. 19. Oxygen–hydrogen radial distribution functiongOH(r ) at various
thermodynamic states for POL5/TZ~dotted line! compared with the latest
results of Soper~solid line!.
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the experimental curve shows remnants of tetrahedral or
Agreement is better at higher pressures, where both exp
ment and model show little or no ordering. Underpredicti
of the persistence of the hydrogen-bond network is con
tent with a too-rapid decrease in density with increasing te
perature. We also computed RDFs at these state points
the TIP4P/FQ and TIP5P models; the results are very s
lar, and are not shown here, but are available in electro
form.109

V. CONCLUSIONS

We have presented a general formalism for polariza
electrostatics based on fluctuating bond-charge increm
and polarizable dipoles, and applied it to a five-site model
water with a geometry similar to the ST2 and TIP5P mode
The parametrization procedure, based largely on quant
chemical calculations, is systematic, and should be ea
transferable to other molecules. To examine basis-set eff
we performed the fitting procedure with both the aug-
pVTZ and aug-cc-pVQZ basis sets. We computed sev
properties for both models, in both the gas phase and c
densed phase, including the optimal dimer structure, bind
energies of clusters, and the energy, density, dielectric c
stant, and diffusion constant of liquid water at ambient co
ditions. Only the models that were parametrized~at least in
part! from ab initio data were able to capture the crossov
point at which noncyclic conformations of clusters beco
more stable than cyclic ones. Predictions of condensed-p
properties from the model fit to DFT/aug-cc-pVQZ calcu
tions are in reasonable accord with experiment, but sho

FIG. 20. Hydrogen–hydrogen radial distribution functiongHH(r ) at various
thermodynamic states for POL5/TZ~dotted line! compared with the lates
results of Soper~solid line!.
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heat of vaporization and dielectric constant that are too la
a diffusion constant that is too small, and somewhat
much structure in the radial distribution functions. These
rors are consistent with a liquid-state dipole moment tha
too large, and are perhaps an artifact of running class
simulations on what is essentially anab initio potential, or
the result of the gas-phase polarizability being inappropr
for the condensed phase due to Pauli exclusion. Though
liquid-phase dipole moment is still slightly too high, th
model fit to DFT/aug-cc-pVTZ calculations gives good r
sults at ambient conditions and performs well away fro
room temperature, deviating less than 2% from the exp
mental density from 0 to 100°C, and showing good agr
ment with experimental radial distribution functions over
wide range of thermodynamic state points.
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