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In order to study the effect of internal dynamics on the accuracy of NMR
structures in detail, we generated NOE distance data from a long molecu-
lar dynamics trajectory of BPTI. Cross-relaxation rates were calculated
from the trajectory by analysis of the appropriate proton-proton vector
autocorrelation functions. A criterion for the convergence of correlation
functions was developed, and the analysis was restricted to those corre-
lation functions that had converged within the simulation time. Effective
distances were determined from the calculated cross-relaxation rates.
Internal dynamics affected the derived distances in a realistic way, since
they were subject both to radial averaging (which increases the cross-
relaxation rate) and angular averaging (which decreases the cross-relax-
ation rate). The comparison of the effective distances with average dis-
tance between the protons during the trajectory showed that for most the
effects of angular and distance averaging essentially cancel out. For these
distances, the effective distance derived from an NOE is therefore a very
good estimate of the average distance, or the distance in the average
structure. However, for about 10 % of the distances, the effective distance
was more than 10 % larger than the average distance, while for about
5 %, it was more than 10 % smaller, in some cases by more than 2 AÊ .
Little correlation is observed between the effects on cross-relaxation rates
to different protons of the same residue. The results of this analysis have
implications for the way structures are calculated from NOE distance
data. For many distances, the assumption of a rigid structure is valid,
and large error bounds would result in the loss of too much information
content. On the other hand, the error bounds very often employed are
not wide enough for some of the effects seen in our study.
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Introduction

NOE cross-relaxation rates are sensitive to both
molecular structure and dynamics. Models ®tted to
NOE data should therefore ideally represent the
structure and the dynamics of the molecule.
Internal dynamics of proteins has proven one of
the more dif®cult problems in the interpretation of

inter-proton NOEs in terms of distances, and has
been the focus of several studies using molecular
dynamics (MD) (Olejniczak et al., 1984; LeMaster
et al., 1988; Post, 1992; BruÈ schweiler et al., 1992;
Palmer & Case, 1992; Abseher et al., 1995). Calcu-
lations of NMR relaxation parameters from MD
simulations and comparison with NMR experiment
have a long history (e.g. see Lipari et al., 1982;
Chandrasekhar et al., 1992; Palmer, 1997;
Philippopoulos et al., 1997). In short, internal
dynamics may lead to an under- or over-estimation
of the inter-proton distance, depending on the pre-
dominance of radial or angular averaging, respect-
ively. In deriving three-dimensional structures
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from NOE distance data, an underestimation of
distances is more problematic, since it can lead to
mutually inconsistent distance restraints. Hence,
internal dynamics can be viewed as a source of
noise in the data. In most cases, the measured
cross-relaxation rates are therefore translated into
estimates for distances between atoms, and all
sources of imprecision in the data are treated by
generously set error bounds (see Nilges &
O'Donoghue, 1998, for a recent review). Approxi-
mately, structure ensembles calculated with gener-
ous error bounds may represent the dynamic
behaviour of the molecule well (BruÈ nger, 1997;
Abseher et al., 1998). Several model studies investi-
gated the effect of noise on the derived NMR struc-
tures (e.g. Clore et al., 1993; Zhao & Jardetzky,
1994).

Various methods have been suggested for
directly treating internal dynamics in the structure
re®nement (Kim & Prestegard, 1989; Koning et al.,
1990; Torda et al., 1989; Pearlman & Kollman, 1991;
Withka et al., 1992; van Gunsteren et al., 1994;
Kemmink & Scheek, 1995; Bonvin & BruÈ nger,
1995a). While these studies established the poten-
tial power of ®tting averages over structure ensem-
bles or trajectories to the data, they have either not
been rigorously tested in a realistic model system,
or the model studies contained tacit assumptions
about the system or the data quality that make it
dif®cult to judge the general implications. It is
noteworthy that a decade after the introduction of
the ®rst of these methods, the large majority of
structures is still determined with standard dis-
tance restraints. It is one aim of the present study
to construct a realistic and consistent model system
that we will use to develop and rigorously check
re®nement algorithms, similar in spirit to a study
performed more than ten years ago in X-ray crys-
tallography (Kuriyan et al., 1986). MD is the meth-
od of choice to generate model data, since NMR
parameters can be directly calculated with few
approximations from the time course of atomic
positions generated by an MD simulation. MD has
been used in some studies to derive model data in
a more qualitative way (Pearlman & Kollman,
1991; Bonvin & BruÈ nger, 1995a). The MD trajectory
provides the ultimate reference ``structure'' to
which the result of a structure determination,
employing the simulated NOE data, can be com-
pared.

We studied a small stable protein (Bovine Pan-
creatic Trypsin Inhibitor, BPTI) for which an MD
trajectory in vacuo with an implicit solvent model
can produce satisfactory results (Loncharich &
Brooks, 1989; Steinbach & Brooks, 1994; van Aalten
et al., 1995; Abseher et al., 1998). We chose a simu-
lation in vacuo, since for our study the length of the
trajectory was more important than to use a truly
state-of-the-art simulation method. NOEs were
extracted from the trajectory by calculating spectral
densities from vector autocorrelation functions.
This introduces only minimal approximations; in
particular, no type of averaging needs to be expli-

citly assumed. For many inter-proton vectors, the
dynamics is too slow to be sampled properly even
in a 6.6 ns trajectory. We developed a heuristic cri-
terion to determine a convergence length for each
correlation function. The criterion limited the maxi-
mum internal correlation time to roughly 10 % of
the simulation time. This criterion also identi®ed
almost half of the correlation functions as non-con-
verged. One can estimate a cross-relaxation rate for
the non-converged correlation functions by assum-
ing slow dynamics with hrÿ6iÿ1/6 averages, to
obtain an estimate for every single cross-relaxation
rate in the molecule (Chalaoux et al., 1998). How-
ever, here, we restricted the analysis to the con-
verged correlation functions.

Here we describe the MD trajectory and give a
detailed analysis of the distances extracted from
the correlation function analysis. We show that the
calculated cross-relaxation rates are self-consistent
in the framework of the model-free approach put
forward by Lipari & Szabo (1982). For many pro-
ton pairs we found that the distance derived from
the cross-relaxation rate is close to the average dis-
tance; that is, distance and angular averaging
effects approximately cancel out (e.g. LeMaster
et al., 1988). Around 14 % of the distances, how-
ever, deviate by more than 10 %, some by more
than 2 AÊ . We discuss simple approaches to correct
the extracted distances for internal dynamics.

Theory

The theory relating relaxation rates accessible by
NOE experiments to correlation functions describ-
ing molecular motions has been reviewed in
several publications (LeMaster et al., 1988;
BruÈ schweiler et al., 1992; Post, 1992). We follow
closely BruÈ schweiler et al. (1992); we brie¯y present
some equations in the following, mostly to explain
where our calculation method deviated from pre-
vious papers, and to introduce the notation.

The main quantity derived in 2D NOE exper-
iments is the cross-relaxation rate sij describing the
rate at which magnetization is transferred between
spins i and j via dipolar coupling:

sij � p
5
g4 �h2�6Jij�2o� ÿ Jij�0�� �1�

with the Larmor frequency o and the gyromag-
netic ratio g of protons. The spectral densities Jij(o)
characterize the modulation of dipolar coupling
between nuclei with time, caused by the ¯uctu-
ations of the internuclear vector ~rij relative to the
external magnetic ®eld. The spectral densities Jij(o)
are given as Fourier cosine transforms of corre-
lation functions Cij(t):

Jij�o� � 2

�1
0

Cij�t� cos�ot�dt �2�

Assuming that internal motions are uncorrelated
with overall tumbling, and that overall tumbling is
isotropic, the correlation function can be comple-
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tely factorized into contributions arising either
from overall tumbling (CO(t)) or from internal
motions (CI(t)) (Hubbard, 1970; Tropp, 1980). CO(t)
is a simple exponential decay, and CI(t) can be sim-
pli®ed with help of the addition theorem for
spherical harmonics (Wallach, 1967):

Cij�t� � 1

4p
eÿt=tR|�����{z�����}
Co�t�

P2�m̂D�0� � m̂D�t��
r3

ij�t�r3
ij�0�

* +
|���������������{z���������������}

CI �t�

�3�

m̂D�t� is the unit vector in the direction of the inter-
proton vector, measured in the diffusion frame
rigidly attached to the protein. P2 is the second
order Legendre polynomial P2(x) � (3x2 ÿ 1)/2.

In the framework of the ``model free approach''
(Lipari & Szabo, 1982) the internal correlation func-
tion is approximated by a three-parameter model
(two parameters in the case of constant distances)
involving a single exponential that decays to a con-
stant value:

CLS
I �t� � hrÿ6i�S2 � �1ÿ S2�eÿt=te� �4�

where the order parameter S2 (0 4 S2 4 1)
describes the degree of order in the motion of the
inter-proton vector, and te is a time constant
describing the effective decay of the correlation
function. The normalization constant can be chosen
arbitrarily and is here set to hrÿ6i for convenience.
This model together with the assumption of isotro-
pic rotational motion gives a four-parameter model
for the overall correlation function:

CLS�t� �CO�t�CLS
I �t�

� 1

4p
eÿt=tRhrÿ6i�S2 � �1ÿ S2�eÿt=te �

�5�

The spectral density for a correlation function of
this type is:

JLS�o� � 1

2p
hrÿ6i S2 tR

1� o2t2
R

� �1ÿ S2� ttot

1� o2t2
tot

� �
�6�

where

1

ttot
� 1

tO
� 1

te
�7�

The angled brackets in the equations denote
ensemble averages. Here, we mark quantities cal-
culated from time-averages over the MD trajectory
by � to distinguish them from the theoretical quan-
tities.

Results and Discussion

Molecular dynamics simulation

The overall fold of BPTI as found in all three
crystal forms (I, Marquart et al., 1983; II, Wlodawer
et al., 1984; III, Wlodawer et al., 1987) and in the
solution structure (Berndt et al., 1993) is shown in

Figure 1. The N-terminal 310 helix extending from
residue 2 to 7 is followed by a stretch of random
coil comprising residues 8 to 17 containing the
``active site'' residue Lys15 (Figure 2). Residues 18
to 24 and 29 to 35 form the two strands of a b-hair-
pin. The part of polypeptide backbone connecting
the
b-hairpin with the C-terminal a-helix (residues 48
to 55) is attached to the the ®rst strand of the
b-hairpin by an isolated b-bridge between Phe45N
and Tyr21O. The whole structure is reinforced by
three disulphide bridges (5-55, 14-38 and 30-51).
The three C-terminal residues Gly-Gly-Ala have
been found in a variety of conformations in differ-
ent structural studies (Berndt et al., 1993;
Wlodawer et al., 1987).

The root mean square (RMS) deviation from the
starting structure for all non-hydrogen atoms
reaches a constant value of ca. 2.9 AÊ after 2 ns, a
value only a little larger than in a previous much
shorter in vacuo simulation of BPTI (Levitt &
Sharon, 1988). The mean deviation for N-Ca-C
atoms plateaus at ca. 1.6 AÊ (see Figure 3).

To assess whether the protein remains intact
during the simulation the secondary structure was
checked at regular time intervals using the pro-
gram PROCHECK (Laskowski et al., 1993;
Figure 4). The secondary structure present in the
starting structure is mostly preserved during the
entire simulation. Apart from breakage and refor-
mation of hydrogen bonds involving residues on
the edges of secondary structure elements and ¯uc-
tuations in the C-terminal helix three main events
were observed. The N-terminal a-helix vanishes
during the equilibration phase and is immediately
restored within the ®rst nanosecond of the simu-
lation. At �3 ns, one turn of 310 helix is formed in
the turn region of the b-hairpin for a short period
of time. This region shows substantial differences
in different crystal forms (Wlodawer et al., 1987)
and has been recognized as ¯exible in normal
mode calculations (BruÈ schweiler, 1992). At �4 ns,

Figure 1. Molscript plot (Kraulis, 1991) of BPTI. The
disulphide bridges and a few residues discussed in the
text are indicated.
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the isolated b-bridge at residue Phe45 expands by
two more hydrogen bonds forming a short piece of
b-strand adjacent to the ®rst strand of the b-hair-
pin. Around 5 ns residues Phe33 and Val34 bulge
out of the surface of the protein, interrupting both
strands of the b-hairpin for a short period of time.

The RMS ¯uctuations for Ca atoms around the
average structure of the simulation are consistently
larger than the average RMSD around the average
structure found for the 20 conformers used to rep-
resent the NMR solution structure (Berndt et al.,
1993), with the exception of N terminus and C ter-
minus, which are better de®ned in the simulation
than in the NMR-structure (Figure 5). The locations
of increased motion show qualitative agreement.
Pro9 and Tyr10 are solvent-exposed and located in
a region where the mean NMR structure and the
crystal structures exhibit substantial differences
(Berndt et al., 1993). The large RMS ¯uctuation of
Phe33,Val34,Tyr35 is due to a bulging of the region
away from the protein surface and probably is an
artifact due to the missing solvent.

Rotational diffusion

Three separate correlation functions for overall
tumbling were calculated for x, y, and z directions.
Inspection of the three correlation functions for
rotational diffusion on the interval te [0, 1000 ps],

and the characteristic times for rotation (Figure 6)
showed an approximate isotropy of motion.
A mean correlation function was calculated by
averaging.

The mean value of the characteristic times corre-
sponds directly to the correlation time for
rotational diffusion determined experimentally by
NMR methods. Based on the experimentally deter-
mined value of 2.0(�0.5) ns obtained at 36 �C
(Szyperski et al., 1993) the value of the rotational
diffusion time at 300 K can be calculated to be
2.5(�0.6) ns, if one takes into account the different
viscosity of water at different temperatures (Cantor
& Schimmel, 1980; Weast & Astle, 1983). While the
mean correlation time of �1.4 ns observed in the
trajectory is smaller than the experimental value,
similar behaviour has been observed in other stu-
dies using MD in solvent (AhlstroÈm et al., 1989;
BruÈ schweiler et al., 1992; Smith & van Gunsteren,
1994), and in our case may be partly explained by
the missing hydration shell. Solvation effects were
included in our simulation via the friction and sto-

Figure 2. Snapshots of the trajectory every 100 ps.

Figure 3. Time course of the RMS deviations relative
to the crystal structure 4PTI. The lower and upper
curves show the RMS deviations for the backbone (N-
Ca-C) atoms and all non-hydrogen atoms of the protein.

Figure 4. Snapshots of secondary
structure (Kabsch & Sander, 1983)
of the crystal structure 4PTI and of
the structure at different stages of
the molecular dynamics simulation.
Plots were obtained with PRO-
CHECK (Laskowski et al., 1993).
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chastic force terms in the Langevin equation,
which mimic mechanic effects of an explicit solvent
(see Methods). Experimentally determined corre-
lation times for rotational diffusion vary strongly
with concentration (WuÈ thrich & Baumann, 1976;
Richarz et al., 1980). The assumption of in®nite
dilution in the MD trajectories will therefore also
contribute to the observed discrepancy.

The calculated correlation function for rotational
diffusion was only employed to extract the internal
part of the total correlation function. For calcu-
lation of cross-relaxation rates the experimental
value of tR � 2.5 ns was used.

Selection of proton pairs

To guarantee that all proton pairs that give
an NOE-derived distance of less than 4.5 AÊ

were included, the analysis comprised 2779 non-
methyl proton pairs satisfying the condition
hrÿ6iÿ1/6 4 4.5 AÊ , a cutoff close to the maximum
distance commonly observed in NOE experiments.
Interactions involving methyl groups were taken
into account if at least one of the methyl hydrogen
atoms ful®lled the criterion given above. Each
methyl group was then represented by a pseudo-
atom located at the centre of mass of its hydrogen
atoms. This gave an additional number of 367
NOE pairs, increasing the overall number of
considered interactions to 3146.

Convergence of internal correlation functions

Despite the length of the trajectory, there are
types of motions which were not suf®ciently
explored to lead to a reliable estimate of a corre-
lation function. A convergence time tconv (the maxi-
mum time for which a correlation function was
reliable) was estimated by comparison of two cor-
relation functions calculated from the entire trajec-

tory and a sub-trajectory (see Methods). All
correlation functions with tconv 4 10 ps were dis-
carded. This restricted further analysis to 1686 cor-
relation functions.

For analysis of the convergence behaviour, the
complete set of inter-proton vectors was divided
into nine groups. Proton pairs with ®xed internuc-
lear distance were collected into one group, pairs
with varying distance were categorized into intra-
and inter-residue. The latter groups were further
subdivided depending on the local environment of
the protons involved: ``bb-bb'', both protons bound
to the polypeptide backbone; ``bb-sc'', one proton
bound to the backbone, the other belonging to a
side-chain; ``sc-sc'', both protons belonging to a
side-chain; ``met'' stands for pairs where at least
one partner belongs to a methyl group.

All correlation functions calculated for proton
pairs with a ®xed internuclear distance (geminal
protons and and protons on aromatic rings) ful-
®lled the convergence criterion. For all but two
(see Figure 7) intra-residue backbone-backbone cor-
relation functions, suf®cient sampling is achieved.
A crankshaft motion around the peptide plane
between Cys14 and Lys15 at around 4.7 ns changes
torsion angles all the way to Ala16, giving rise to a
drastic change in the dynamics of the inter-proton
vectors within this region. This change is re¯ected
in the correlation functions and in the case of 15-h-
15-ha leads to insuf®cient sampling. The second
proton pair, 42-h-42-ha, is also situated in a region
of the protein not stabilized by secondary struc-
ture. As for the region around Lys15, two distinct
conformations are occupied during the trajectory,
with a transition at about 1 ns. Although the mean
behaviour of the inter-proton vector is clearly
dominated by the situation corresponding to the
second conformation, the correlation function is
still to a signi®cant extent in¯uenced by the ®rst.
This gives rise to a large estimated error. In prin-
ciple such situations can be handled by treating

Figure 5. RMS ¯uctuation of Ca atoms of BPTI rela-
tive to the mean structure of the simulation as a func-
tion of the amino acid sequence (continuous line), and
average of the global backbone displacements of the 20
energy minimized conformers relative to the mean
NMR structure (broken line). b-Strands are marked in
light grey, a-helices are marked in dark grey.

Figure 6. Correlation functions for rotational diffu-
sion. Broken lines, three vectors rigidly attached to the
protein. Continuous line, mean correlation function. The
characteristic times (equation (13)) are tx � 1127,
ty � 1393, tz � 1711, hti � 1355.
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both conformers separately (Fadel et al., 1995;
Fushman et al., 1994). However, for the number of
correlation functions in the present study such a
manual intervention was not practical.

The situation is substantially worse for back-
bone-side-chain and side-chain-side-chain inter-
actions. Out of the correlation functions describing
interactions within the same residue still about
60 % are considered as converged re¯ecting the
relatively small number of con®gurations possible
for one side-chain. For interactions between pro-
tons on different residues the motion of the inter-
proton vector in many cases is too complicated to

be covered by the trajectory in a statistically mean-
ingful way. Only 77.1, 40.2, 15.6 and 28.9 % are
reliably estimated beyond t � 10 ps, thus leaving a
large fraction of the calculated correlation functions
not meeting the convergence criterion.

The overall mean for tconv for converged corre-
lation functions was 435 ps. Hence, on average the
calculated correlation functions were reliable for
less than one tenth of the trajectory length.

Parameters for internal motion

In general the correlation functions exhibit, as
found in previous studies (Post, 1992; BruÈ schweiler

Figure 7. (a) The two intra-residue backbone-backbone correlation functions that did not converge. The shaded
area corresponds to the estimated error of the correlation function (equation 15). (b) Time-series of the corresponding
backbone torsion angle f.

Table 1. Statistics for convergence time tconv for different classes of inter-proton vectors

nall nconv %conv Mean s Min Max

Fixed dist. 116 116 100.0 550 247 14 999
bb-bb-intra 59 57 96.6 678 138 295 999
bb-sc-intra 337 224 66.5 586 226 34 999
sc-sc-intra 481 337 70.1 520 261 12 999
met-intra 125 91 72.8 576 260 14 999
bb-bb-inter 284 228 80.3 653 163 167 993
bb-sc-inter 684 325 47.5 568 232 29 999
sc-sc-inter 818 219 26.8 541 288 15 999
met-inter 242 89 36.8 597 246 52 999
All 3146 1686 53.6 573 242 12 999

nall is the number of inter-proton vectors in the respective group. nconv is the number of correlation functions with tconv 5 10 ps.
%conv is the percentage of correlation functions considered as converged. The Mean, the standard deviation s, minimum, and maxi-
mum of tconv are based only on converged correlation functions. The interactions were grouped as follows: ®xed, the distance is
®xed by the covalent geometry; bb-bb, both protons bound to the polypeptide backbone; bb-sc, one proton bound to the backbone,
the other belonging to a side-chain; sc-sc, both protons belonging to a side-chain; met pairs where at least one partner belongs to a
methyl group.
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et al., 1992), a rapid initial decay on a time-scale of
�10-20 ps immediately reaching the ®nal plateau
value or followed by a multi-exponential decay
(Figure 8).

Overall, the order parameters SÄ 2 derived from
the trajectory vary substantially (0.66(�0.22)). Bro-
ken down into groups in the same way as for the
convergence behaviour, the highest order par-
ameters are found when both protons are rigidly
attached to the backbone (0.87(�0.06) and
0.85(�0.07)), re¯ecting the limited ¯exibility of the
backbone (Figure 9). If both protons are located on
side-chains, the order parameters are on average
substantially lower (0.54(�0.22), 0.53(�0.22)).
Methyl groups show somewhat higher order par-
ameters than other side-chain protons, re¯ecting
their shorter average distance to the backbone (in
particular for Ala residues), and that they tend to
be buried in the interior of the protein.

We also analysed the order parameter in terms
of residue number and restraint class (Figure 10).
Somewhat surprisingly, the order parameter does
not follow the same pattern as the RMS ¯uctuation
plot throughout the sequence. Thus, while the
order parameter tends to be low for the ¯exible

residue Arg39, it is not signi®cantly reduced for
residue Lys15. On the other hand, residues 18 and
19, which are part of the b-sheet, show low order
parameters. Interestingly, however, there are
values of SÄ 2 close to one even for residues with
low average order parameter.

The analysis of effective correlation times
(Figure 9(b)) shows that the dependency on local
environment is weaker than for the order par-
ameters. For all groups the correlation times cover
a wide range. While the effective correlation times
are not real correlation times and do not strictly
have a physical interpretation (it is determined by
the area under the correlation function), it is worth
remembering that order parameters and correlation
times describe fundamentally different physical
phenomena. The time scale of the motion is deter-
mined by the energetic barriers between confor-
mational substates (e.g. side-chain rotamers), while
the order parameters are related to the spatial
extension of the motion, i.e. the shape of the
energy surface.

We use only two exponential decays to approxi-
mate the correlation function. A model employing
more basis functions (Lipari & Szabo, 1982; Clore

Figure 8. Some examples for cor-
relation functions. The horizontal
line indicates the extracted order
parameter, the number next to it
gives its value; the vertical line
indicates the convergence time, the
number next to it its value. (a) An
intra-residue converged correlation
function with high order par-
ameter; (b) an inter-residue con-
verged correlation function with
high order parameter; (c), (d) inter-
residue converged correlation func-
tions with intermediate order
parameters; (e), (f) intra-residue
correlation functions with slow
decay and lower order parameter;
(g) short convergence time; (h),
non-converged.
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et al., 1990) might allow a more detailed descrip-
tion of the dynamics. However, we show below
that the simplest model is entirely suf®cient for the
purpose of NOE calculation.

Distance calculation from spectral densities

The MD trajectory allows us to assess the in¯u-
ence of different approximations in deriving dis-
tances from the cross-relaxation rates. From the
trajectory itself, we can calculate the hrÿ6iÿ1/6 aver-
age and the arithmetic average hri of the inter-pro-
ton distance, and the cross-relaxation rates ~s. From
the cross-relaxation rates we can determine different
distances reff,i. Our calculation of the cross-relax-
ation rates ~s made use of numerical integration of
the simulated correlation functions up to tconv (see
Methods). Hence, the ~s contain contributions from
multi-exponential decay of the correlations.

We ®rst examined how much replacing the cor-
relation functions by the two-parameter Lipari-
Szabo model in¯uences the results. In the Lipari-
Szabo model given in equation (5), a distance can

be calculated from the cross-relaxation rate ~sij, the
order parameter SÄ ij

2 and the correlation times ~ttot;ij

and tR. This distance, reff,1, should be close to the
hrÿ6iÿ1/6 distance between the protons i and j:

reff ;1 �
�

~sÿ1
ij

4p
25

g4 �h2

�
~S2

ijtR

�
6

1� 4o2t2
R

ÿ 1

�

� �1ÿ ~S2
ij�~ttot;ij

�
6

1� 4o2 ~t2
tot;ij

ÿ 1

���1=6

�8�

The consistency between reff,1 and hrÿ6iÿ1/6 is excel-
lent (Figure 11(a), Table 2). The multi-exponential
behaviour of the correlation functions, which is

Figure 9. Statistics for order parameters SÄ 2 (a) and
effective correlation times (b) for different classes of
inter-proton vectors. Each bar indicates the mean value,
standard deviation, minimum and maximum. The
classes are: bb-bb-intra/inter; bb-sc-intra/inter; sc-sc-
intra/inter; met-intra/inter; ®xed, all; where bb stands
for backbone, sc for side-chain, met for methyl group,
and ®xed for distances ®xed by the covalent geometry.

Figure 10. All order parameters SÄ 2 along the sequence
(grey dots) and average order parameter for each resi-
due (black dots), for different classes of inter-proton vec-
tors. The secondary structure is indicated by black lines
in the bottom of the Figure.

734 Dynamics and Structure Accuracy



neglected in the simple approximation with effec-
tive correlation time and order parameter, has very
little in¯uence on the derived distance. In order to
determine structures, it is however more important
to obtain reliable estimates for hri. The deviations
between reff, 1 and hri are much larger, with a ten-
dency to underestimate the distance. (206 out of
1686 (ca. 14 %) distances are underestimated by
more than 10 %.) In an experimental structure
determination, it is also unrealistic to assume
knowledge of an order parameter and effective cor-
relation time for every NOE. We studied therefore

in detail the simplest and most realistic case where
we assume a rigid molecule and set S � 1 for all
NOEs. In this case, equation (8) reduces to:

reff ;2 � ~sÿ1
ij

4p
25

g4 �h2 6tR

1� 4o2t2
R

ÿ 1

� �� �1=6

�9�

The scatter-plot (Figure 11(d)) shows that there
are now under- and overestimations of the dis-
tance. The fact that S2 is always smaller than 1.0
leads to a partial cancellation of the underestima-
tion of the distance by hrÿ6iÿ1/6 ¯uctuation, since
hrÿ6iÿ1/6 is always smaller than hri. The number of
under-estimated estimates for hri is reduced from
206 to 81. While there is no cancellation of effects
for every single distance, the cancellation averaged
over all NOEs is very good (Figure 12). This is also
seen on a residue-by-residue level (Figure 13) if
one considers all NOEs, less so for medium range
or long range NOEs alone. For the long range
NOEs, the systematic under-estimations are found
around residue Lys15 and close to Arg39 and
Cys55. Large under-estimations for single distances
are found all over the sequence.

Our results are in essence in agreement with pre-
vious studies (Post, 1992; BruÈ schweiler et al., 1992).
Perceived differences between these studies and an
earlier study (LeMaster et al., 1988) are partially

Figure 11. (a) reff,1 plotted against
hrÿ6iÿ1/6 and (b) hri � (c) reff,2

plotted against hrÿ6iÿ1/6 and (d) hri.

Table 2. Number of distances that are under- or over-
estimated by more than 10%, when compared to
hrÿ6iÿ1/6 and hri averages over the trajectory

hrÿ6iÿ1/6 hri
Over Under Over Under

reff, 1 0 0 0 206
reff, 2 284 0 152 81
reff, 3 90 0 61 178
reff, 4 70 0 47 187

reff,1 was calculated from cross-relaxation rates with exact
values for SÄ 2 and tÄe for each individual inter-proton vector;
reff, 2 with SÄ 2 � 1 for all vectors; reff, 3 with SÄ 2 and tÄe set to their
respective averages over all inter-proton vectors; and reff, 4 with
SÄ 2 and tÄe set to separate averages for backbone-backbone, back-
bone-side-chain and side-chain-side-chain vectors.
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due to different emphasis given to cancellation
effects and underestimation of distances by aver-
aging. With much longer simulation times in our
study, and convergence analysis for the correlation
functions, we do observe cancellation of effects for
the large majority of NOEs. LeMaster et al. (1988)
had restricted their analysis to conformationally
constrained inter-proton vectors, i.e. for vectors for
which convergence could be expected.

The convergence analysis is a central point in
our study. We cannot say much about NOEs from
non-converged correlation functions. Slower
dynamics can lead to two possible effects: broaden-
ing of peaks and therefore smaller NOEs, or domi-
nance of hrÿ6iÿ1/6 averaging and therefore larger
NOEs. Since absence of NOEs is usually not used
directly in structure calculations, the latter pose a
more severe problem. In the ®rst use of the data
derived here we have therefore assumed the latter
(Chalaoux et al., 1998).

Uniform corrections for internal motions

The use of information on dynamics extracted
from MD trajectories has been suggested to comp-
lement experimental information (Koning et al.,
1990; Abseher et al., 1995). To account for the
effects of ¯uctuations in the inter-proton-vectors in
a crude approximations, we replaced SÄ ij

2 and ~ttot;ij,
by their means over all inter-proton vectors. There
is a dramatic improvement for the estimate of
hrÿ6iÿ1/6. Instead of 284 outliers for the rigid mol-
ecule, there are now only 90. However, the esti-
mate of hri is not improved. While the number of
overestimated distances is reduced, the number of
underestimated distances increases from 81 to 178.
If we apply the averages for order parameters and
effective correlation times separately for backbone-
backbone, backbone-side-chain and side-chain-
side-chain vectors, the further improvement is
small for the estimate of hrÿ6iÿ1/6, while the num-
ber of under-estimations of hri increases further
(Table 2).

Conclusions

We have presented a detailed NMR analysis of a
long MD trajectory and applied a heuristic criterion
to check for convergence of the correlation func-
tions. In spite of the length of the trajectory, only
around 50 % of the correlation functions met the
convergence criterion. The maximum time-scale
that we could reliably extract from the correlation
function was limited to less than 10 % of the trajec-
tory length (500 ps for 5.5 ns trajectory). In spite of
the application of the convergence criterion, the
order parameters are on average lower than in pre-
vious studies (BruÈ schweiler et al., 1992; Post, 1992,

Figure 12. Histogram of hri/reff,2 for all cross-relax-
ation rates in the analysis.

Figure 13. Ratio of hri/reff,2 for different classes of
NOEs (grey dots) and the average ratio for each residue
(black dots). The secondary structure is indicated by
black lines in the bottom of the Figure.
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1992; Abseher et al., 1995), probably due to the sig-
ni®cantly longer simulation time.

For many NOEs, the effects of radial and angu-
lar averaging cancel. However, we ®nd that in
14 % of the NOEs the internal dynamics lead to an
underestimation of the average distance by more
than 10 %. This fraction might increase if, with
longer simulation time, more correlation functions
converge. Our results indicate that the length of
the simulation may be more important than the
exact treatment of solvent environment, if an
implicit solvent model is used and a suitable sys-
tem is chosen (i.e. a globular protein without long
loops).

Our results have implications for the develop-
ment of NMR structure re®nement protocols. For
once, we obtained good hrÿ6iÿ1/6 estimates with a
simple overall correction with the average order
parameter and effective correlation time. These cor-
rected distances could be used in an ensemble
re®nement using hrÿ6iÿ1/6 averaging.

More importantly, good estimates of the (arith-
metic) average distance were obtained from most
cross-relaxation rates. This suggests that for the
majority of distances, tighter error bounds could be
employed in a structure calculation than are
usually employed in structure calculations. On the
other hand, some of the distances would lie out-
side even these generous bounds. One possibile
solution to this problem could be an ensemble
re®nement technique which partitions the data into
a ``static'' set, for which standard distance
restraints are applied, and a ``dynamic'' set, which
is used with hrÿ6iÿ1/6 averaging. This could solve
the most dif®cult problem with ensemble aver-
aging techniques, over-®tting of the data (BruÈ nger
et al., 1993; Bonvin & BruÈ nger, 1995a,b).

Our results underline again that, in contrast to
spin diffusion, it is dif®cult to imagine a correction
for the effects of internal dynamics in closed ana-
lytical form. One of the primary aims of this paper
was to derive and characterize a model data-set
from an MD trajectory. We will use this data-set to
develop and test re®nement protocols, and the
data-set will be made available (http://
www.nmr.embl-heidelberg.de).

Methods

Molecular dynamics simulation

A molecular dynamics simulation of 6.6 ns was per-
formed using X-PLOR (BruÈ nger, 1992) employing the
CHARMM extended atom force ®eld PARAM19 (Brooks
et al., 1983), which treats only polar hydrogen atoms
explicitly. The initial set of atomic coordinates was
obtained from the crystal form I structure of BPTI at
1.5 AÊ resolution (Marquart et al., 1983) as deposited in
the protein data bank (Bernstein et al., 1977). Polar
hydrogen atoms were built on the crystal structure coor-
dinates (BruÈ nger & Karplus, 1988). The structure was
then minimized for 100 steps. This was followed by
50 ps of equilibration during which the Ca coordinates
were restrained to their initial positions (Bruccoleri &

Karplus, 1986). The velocities were reassigned to a
Maxwell distribution at 300 K every 10 ps. Only side-
chains that were more than 50 % solvent-accessible were
treated with Langevin dynamics with a friction coef®-
cient of 20 psÿ1. The interior of the protein was simu-
lated by pure Newton dynamics without any
temperature coupling. A distance-dependent dielectric
constant e � R was employed throughout. Charges on
Lys, Arg, Glu, and Asp side-chains were scaled by a fac-
tor of 0.3. A switching function for the non-bonded
energy terms was applied between 5 and 9 AÊ

(Loncharich & Brooks, 1989). The non-bonded cutoff
was set to 9.5 AÊ . The non-bonded list was updated
whenever an atom had moved by more than 0.25 AÊ .
Bond lengths were kept rigid during the simulation by
use of the SHAKE-method (Ryckaert et al., 1977), and
the integration step was 2.0 fs. Complete coordinate
sets were written every 0.1 ps. After completion of the
dynamics run non-polar hydrogen atoms were gener-
ated onto the respective heavy atoms for each coordi-
nate set using the HBUILD routine in X-PLOR
(BruÈ nger & Karplus, 1988).

Calculation of correlation functions and
rotational diffusion

By means of the addition theorem for spherical har-
monics, the expression for the correlation function for
the vector between protons i and j (see. e.g. Wallach,
1967) can be written as:

C�t� � 1

5

P2�m̂L;ij�t� � m̂L;ij�0��
r3

ij�t�r3
ij�0�

* +
�10�

where m̂L;ij is the Cartesian unit vector in the direction of
the inter-proton vector in the laboratory frame, and rij is
the distance of the two protons. The ensemble average
denoted by the angled brackets in the above equation is
then evaluated as a time average to obtain the corre-
lation function CÄ (tn) evaluated from the trajectory:

~C�tn� � 1

5

1

Mÿ n

XMÿn

m�1

P2�m̂L�tm� � m̂L�tm�n��
r3

ij�tm�r3
ij�tm�n�

�11�

Due to the length of the simulation, overall tumbling
plays a signi®cant role in the calculation of correlation
functions. Rather than following standard practice and
®tting the entire trajectory to the initial frame of the tra-
jectory, we decided to calculate a correlation function
for rotational diffusion and to apply the factorization
of equation (3) explicitly. The two methods are entirely
equivalent; however, the calculation of a rotational cor-
relation function simpli®es the discussion of rotational
correlation times (cf. the discussion about the rotational
diffusion time by BruÈ schweiler et al., 1992). In complete
analogy with the correlation function for an inter-pro-
ton vector, the correlation function for rotational
diffusion is written as:

CO�t� � 1

5
hP2�m̂LD�0� � m̂LD�t��i �12�

where m̂LD is now a unit vector rigidly attached to the
protein, and M is the total number of trajectory frames.
A set of vectors rigidly attached to the protein can be
de®ned by the x, y, z unit vectors at the end of the
equilibration period (t � tref). The time series for this
set of vectors are accumulated by mass-weighted best
®ts between the backbone atoms of each coordinate set
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~r(t) and the reference coordinate set ~r(tref). Character-
istic times for rotational diffusion were calculated via
(AhlstroÈm et al., 1989):

tc � 1

Mÿ 10

XMÿ10

m�1

10ps

�ln� ~CO�tm��� ÿ �ln� ~CO�tm � 10��� �13�

We can then obtain the internal correlation function
CI(t) directly by exploiting the factorization of the total
correlation function (equation (3)) into contributions
from internal motions and overall tumbling:

CI�t� � C�t�
CO�t� �

~C�tn�
~CO�tn�

� ~CI�tn� �14�

Ergodic convergence of correlation functions

Throughout this study ensemble averages are approxi-
mated by time averages over discrete phase points. For
the case of correlation functions the error in the estimate
obtained by ®nite time averaging has been shown to be
proportional to

����������
tc=T
p

(Zwanzig & Ailawadi, 1969),
where tc is the correlation time characterizing the corre-
lation function, and T is the length of the averaging
interval. The correlation times for the motion of different
inter-proton vectors vary substantially and cannot be
determined prior to the calculation of the correlation
function and its error. An estimate of the error of the cor-
relation function should give a small error for correlation
times tc small compared to T, and a large error for tc

large comparable to T. To estimate the statistical error,
two internal correlation functions were calculated for
each inter-proton vector. The ®rst evaluation was based
on the full 6.6 ns simulation (CÄ I, lg(t)), the second used
phase points limited to a 10 % shorter time interval (CÄ I,

sh(t)). This allows estimation of the error for the internal
correlation at each time point t via:

~e�t� �Max�j ~CI;lg�t0� ÿ ~CI;sh�t0�j�t0e�0; t� �15�
The time point at which the estimated error ~e exceeded
2.5 % was de®ned as the convergence time tconv of the
correlation function, and values for t > tconv were dis-
carded. The value for the maximally tolerated error was
determined empirically, and was found to reliably
exclude parts of the correlation functions that showed a
marked increase after the initial decay. An increase in
the correlation function (often to values larger than one)
is unphysical, and entirely due to insuf®cient sampling.
Correlation functions with tconv of less than 10 ps were
marked as ``not converged'' and excluded from further
analysis.

A better estimate of the error of the correlation func-
tion would be the standard deviation of each point in
the correlation function. This can be readily calculated
with the summation method. We compared the standard
deviation and our criterion for some correlation func-
tions and found them to be qualitatively similar. The
summation method was however too slow for a calcu-
lation of all correlation functions and their standard
deviations with a trajectory of several ns.

Calculation of order parameters and
correlation times

Due to its limited length, the trajectory cannot cover
all possible motions of the inter-proton vectors. We
expect that a plateau value reached by a calculated corre-

lation function represents an upper limit for the real
value of the generalized order parameter. In general, the
estimate from a trajectory of limited length could also be
too low, in case there are rare motions present which are
not suf®ciently sampled in the trajectory. However, cor-
relation functions with contributions from rare motions
were excluded by our convergence criterion. SÄ 2 was
therefore set to the minimum of the correlation function
on the converged interval [0, tconv]. We preferred this
approach to averaging over the whole correlation func-
tion (e.g. Chandrasekhar et al., 1992), since the value of
SÄ 2 is not in¯uenced by parts of the correlation function
with large statistical uncertainties. An effective corre-
lation time te was calculated via (Lipari & Szabo, 1982):

~te;ij � �1ÿ ~S2
ij�ÿ1

Xtconv

i�1

~Cij�ti� ÿ ~S2
ij �16�

Calculation of spectral densities

For evaluation of spectral densities internal correlation
functions were prolonged to in®nity using the plateau
value SÄ 2:

~C�I �tn� �
~CI�tn� for tn < lttconv

~S2 for tn > gttconv

�
�17�

Assuming a simple exponential decay with a correlation
time tR for the rotational correlation function CO(t) a
total correlation function CÄ *(tn) which is de®ned from
t � 0 to t �1 can then be constructed:

~C��tn� � ~C�I �tn�CO�tn�

� 1

5
~C�I �tn�eÿt=tR

�18�

The spectral densities JÄ(o) at given frequency can be cal-
culated from this combined function via Fourier cosine
transformation:

~J�o� � 2

�1
0

C��t0� cos�ot0�dt0 �19�

� 2

5

�tconv

0

~CI�t0�eÿt0=tR cos�ot0�dt0

� 2

5

�1
tconv

~S2eÿt0=tR �tR� cos�ot0�dt0 �20�

The ®rst integral can be evaluated by a summation
employing the calculated values for the internal corre-
lation function. The second integral can be evaluated
analytically:

~J�o� � 2

5
�t
Xnconv

n�1

~CI�tn�eÿtn=tR cos�otn�

� 2

5

~S2eÿtconv=tR

tÿ2
conv � o2

ftÿ1
conv cos�otconv� ÿ o sin�otconv�g:

�21�
Note that the numerical evaluation of the ®rst integral
does not make use of the above de®ned effective corre-
lation time and therefore includes effects corresponding
to a non-mono-exponential decay of the correlation func-
tion in the spectral density.

Cross-relaxation rates are now accessible via
equation (1).

738 Dynamics and Structure Accuracy



Acknowledgements

This work was in part supported by an EMBL predoc-
toral fellowship to T.R.S.

References

Abseher, R., LuÈ demann, S., Schreiber, H. & Steinhauser,
O. (1995). NMR cross relaxation investigated by
molecular dynamics simulation: a case study of ubi-
quitin in solution. J. Mol. Biol. 249, 604-624.

Abseher, R., Horstink, L., Hilbers, C. W. & Nilges, M.
(1998). Essential spaces de®ned by NMR structure
ensembles and molecular dynamics simulation
show signi®cant overlap. Proteins: Struct. Funct.
Genet. 31, 370-382.

AhlstroÈm, P., Teleman, O., KoÈrdel, J., Forsen, S. &
JoÈnsson, B. (1989). A molecular dynamics simuala-
tion of bovine Calbindin D9k. Molecular structure
and dynamics. Biochemistry, 28, 3205-3211.

Berndt, K., GuÈ ntert, P., Orbons, L. & WuÈ thrich, K.
(1993). Determination of a high-quality nuclear
magnetic resonance solution structure of the bovine
pancreatic trypsin inhibitor and comparison with
three crystal structures. J. Mol. Biol. 227, 757-775.

Bernstein, F. C., Koetzle, T. F., Williams, G. J. B., Meyer,
E. F. J., Brice, M. D., Rodgers, J. R., Kennard, O.,
Shimanouchi, T. & Tasumi, M. (1977). The protein
data bank: a computer-based archival ®le for
macromolecular structures. J. Mol. Biol. 112, 535-542.

Bonvin, A. M. J. J. & BruÈ nger, A. T. (1995a). Confor-
mational variability of solution nuclear magnetic
resonance structures. J. Mol. Biol. 250, 80-93.

Bonvin, A. M. J. J. & BruÈ nger, A. T. (1995b). Do NOE
distances contain enough distance information to
access the relative populations of multi-conformer
structures? J. Biomol. NMR, 5, 72-76.

Brooks, B. R., Bruccoleri, R. E., Olafson, B. D., States,
D. J., Swaminathan, S. & Karplus, M. (1983).
CHARMM: a program for macromolecular energy,
minimization, and dynamics calculations. J. Comp.
Chem. 4, 187-217.

Bruccoleri, R. E. & Karplus, M. (1986). Spatially con-
strained minimization of macromolecules. J. Comput.
Chem. 7, 165-175.

BruÈ nger, A. & Karplus, M. (1988). Polar hydrogen pos-
itions in proteins: empirical energy placement and
neutron diffraction comparison. Proteins: Struct.
Funct. Genet. 4, 148-156.

BruÈ nger, A. T. (1992). X-PLOR. A System for X-ray Crys-
tallography and NMR, Yale University Press, New
Haven.

BruÈ nger, A. (1997). X-ray crystallography and NMR
reveal complementary views of structure and
dynamics. Nature Struct. Biol. 4, S862-S865.

BruÈ nger, A. T., Clore, G. M., Gronenborn, A. M.,
Saffrich, R. & Nilges, M. (1993). Assessing the qual-
ity of solution nuclear magnetic resonance struc-
tures by complete cross-validation. Science, 261, 328-
331.

BruÈ schweiler, R. (1992). Normal modes and NMR order
parameters in proteins. J. Am. Chem. Soc. 114, 5341-
5344.

BruÈ schweiler, R., Roux, B., Blackledge, M., Griesinger,
C., Karplus, M. & Ernst, R. (1992). In¯uence of
rapid intramolecular motion on NMR cross-relax-
ation rates. a molecular dynamics study of antama-
nide in solution. J. Am. Chem. Soc. 114, 2289-2302.

Cantor, C. R. & Schimmel, P. R. (1980). Biophysical Chem-
istry, Freeman, San Francisco..

Chalaoux, F.-R., O'Donoghue, S. I. & Nilges, M. (1998).
Molecular dynamics and accuracy of NMR struc-
tures: effects of error bounds and data removal.
Proteins: Struct. Funct. Genet. in the press.

Chandrasekhar, I., Clore, G., Szabo, A., Gronenborn, A.
& Brooks, B. (1992). A 500 ps molecular dynamics
simulation study of interleukin 1b in water. J. Mol.
Biol. 226, 239-250.

Clore, G., Szabo, A., Bax, A., Kay, L., Driscoll, P. &
Gronenborn, A. (1990). Deviation from the simple
two-parameter model-free approach to the
interpretation of nitrogen-15 nuclear magnetic relax-
ation of proteins. J. Am. Chem. Soc. 112, 4989-4991.

Clore, G. M., Robien, M. A. & Gronenborn, A. M.
(1993). Exploring the limits of precision and
accuracy of protein structures determined by
nuclear magnetic resonance spectroscopy
[published erratum appears in J.Mol.Biol. (1994) Mar
25;237(2):243]. J. Mol. Biol. 231, 82-102.

Fadel, A. R., Jin, D. Q., Montelione, G. T. & Levy, R. M.
(1995). Crankshaft motions of the polypeptide back-
bone in molecular dynamics simulations of human
type-alpha transforming growth factor. J. Biomol.
NMR, 6, 221-225.

Fushman, D., OhlenschlaÈger, O. & RuÈ terjans, H. (1994).
Determination of the backbone mobility of ribonu-
clease T1 and its 20GMP complex using molecular
dynamics simulations and NMR relaxation data.
J. Biol. Struct. Dynam. 11, 1377-1402.

Hubbard, P. S. (1970). Nonexponential relaxation of
rotating three-spin systems in molecules of a liquid.
J. Chem. Phys. 52, 563-568.

Kabsch, W. & Sander, C. (1983). A solution for the best
rotation to relate two sets of vectors. Biopolymers,
22, 2577-2637.

Kemmink, J. & Scheek, R. M. (1995). Dynamic modelling
of a helical peptide in solution using NMR data:
multiple conformations and multi-spin effects.
J. Biomol. NMR, 5, 33-40.

Kim, Y. & Prestegard, J. H. (1989). A dynamic model for
the structure of acyl carrier protein in solution. Bio-
chemistry, 28, 8792-8797.

Koning, T. M. G., Boelens, R. & Kaptein, R. (1990). Cal-
culation of the nuclear Overhauser effect and the
determination of proton-proton distances in the pre-
sence of internal motion. J. Magn. Reson. 90, 111-
123.

Kraulis, P. (1991). Molscript: a program to produce both
detailed and schematic plots of protein structures.
J. Appl. Crystallog. 24, 946-950.

Kuriyan, J., Petsko, G. A., Levi, R. M. & Karplus, M.
(1986). Effect of anisotropy and anharmonicity on
protein crystallographic re®nement. An evaluation
by molecular dynamics. J. Mol. Biol. 190, 227-254.

Laskowski, R. A., MacArthur, M. W., Moss, D. S. &
Thornton, J. M. (1993). PROCHECK: a program to
check the stereochemical quality of protein struc-
tures. J. Appl. Crystallog. 26, 283-291.

LeMaster, D. M., Kay, L. E., BruÈ nger, A. T. &
Prestegard, J. H. (1988). Protein dynamics and dis-
tance determinations by NOE measurement. FEBS
Letters, 236, 71-76.

Levitt, M. & Sharon, R. (1988). Accurate simulation of
protein dynamics in solution. Proc. Natl Acad. Sci.
USA, 85, 7557-7561.

Lipari, G. & Szabo, A. (1982). Model-free approach to
the interpretation of nuclear magnetic resonance

Dynamics and Structure Accuracy 739



relaxation in macromolecules. 1. Theory and range
of validity. J. Am. Chem. Soc. 104, 4546-4558.

Lipari, G., Szabo, A. & Levy, R. (1982). Protein
dynamics and NMR relaxatoin: comparison of
simulations with experiment. Nature, 300, 197-198.

Loncharich, R. J. & Brooks, B. R. (1989). The effects of
truncating long-range forces on protein dynamics.
Proteins: Struct. Funct. Genet. 6, 32-45.

Marquart, M., Walter, J., Deisenhofer, J., Bode, W. &
Huber, R. (1983). The geometry of the reactive site
of the peptide groups in trypsin, trypsinogen and
its complexes with inhibitors. Acta Crystallog. sect. B,
39, 480-487.

Nilges, M. & O'Donoghue, S. I. (1998). Ambiguous
NOEs and automated NOESY assignment. Prog.
NMR Spectrosc. 32, 107-139.

Olejniczak, E. T., Dobson, C. M., Karplus, M. & Levy,
R. M. (1984). Motional averaging of proton nuclear
Overhauser effects in proteins. Predictions from a
molecular dynamics simulation of Lysozyme. J. Am.
Chem. Soc. 106, 1923-1930.

Palmer, A. G., III (1997). Probing molecular motion by
NMR. Curr. Opin. Struct. Biol. 7, 732-737.

Palmer, A. G., III & Case, D. A. (1992). Molecular
dynamics analysis of NMR-relaxation in a zinc-®n-
ger peptide. J. Am. Chem. Soc. 114, 9067-9075.

Pearlman, D. A. & Kollman, P. A. (1991). Are time-aver-
aged restraints necessary for nuclear magnetic res-
onance re®nement? A model study for DNA. J. Mol.
Biol. 220, 457-479.

Philippopoulos, M., Mandel, A. M., Palmer, A. G., III &
Lim, C. (1997). Accuracy and precision of NMR
relaxation experiments and md simulations for
characterizing protein dynamics. Proteins: Struct.
Funct. Genet. 28, 481-493.

Post, C. B. (1992). Internal motional averaging and
three-dimensional structure determination by
nuclear magnetic resonance. J. Mol. Biol. 224, 1087-
1101.

Richarz, R., Nagayama, K. & WuÈ thrich, K. (1980). Car-
bon-13 nuclear magnetic resonance relaxation stu-
dies of internal mobility of the polypeptide chain in
basic pancreatic trypsin inhibitor and a selectively
reduced analogue. Biochemistry, 19, 5189-5196.

Ryckaert, J., Ciocotti, G. & Berendsen, H. (1977).
Numerical-integration of Cartesian equations of
motion of a system with constraints - molecular
dynamics of N-alkanes. J. Comput. Phys. 23, 327-341.

Smith, P. E. & van Gunsteren, W. F. (1994). Transla-
tional and rotational diffusion of proteins. J. Mol.
Biol. 236, 629-636.

Steinbach, P. J. & Brooks, B. B. (1994). New spherical-
cutoff methods for long-range forces in macromol-
ecular simulation. J. Comp. Chem. 15, 667-683.

Szyperski, T., LuginbuÈ hl, P., Otting, G. & WuÈ thrich, K.
(1993). Protein dynamics studied by rotating frame
15N spin relaxation times. J. Biomol. NMR, 3, 151-
164.

Torda, A. E., Scheek, R. M. & van Gunsteren, W. F.
(1989). Time-dependent distance restraints in mol-
ecular dynamics simulations. Chem. Phys. Letters,
157, 289-294.

Tropp, J. (1980). Dipolar relaxation and nuclear Over-
hauser effects in nonrigid molecules: the effect of
¯uctuating internuclear distances. J. Chem. Phys. 72,
6035-6043.

van Aalten, D. M., Amadei, A., Linssen, A. B., Eijsink,
V. G., Vriend, G. & Berendsen, H. J. (1995). The
essential dynamics of thermolysin: con®rmation of
the hinge-bending motion and comparison of simu-
lations in vacuum and water. Proteins: Struct. Funct.
Genet. 22, 45-54.

van Gunsteren, W. F., Brunne, R. M., Gros, P., van
Schaik, R. C., Schiffer, C. A. & Torda, A. E. (1994).
Accounting for molecular mobility in structure
determination based on nuclear magnetic resonance
spectroscopic and X-ray diffraction data. Methods
Enzymol. 261, 619-654.

Wallach, D. (1967). Effect of internal rotation on angular
correlation functions. J. Chem. Phys. 47, 5258-5268.

Weast, R. & Astle, M. (eds) (1983). CRC Handbook of
Chemistry and Physics, CRC Press, Inc., Boca Raton,
FL, USA.

Withka, J. M., Swaminathan, S., Srinivasan, J.,
Beveridge, D. L. & Bolton, P. H. (1992). Toward a
dynamical structure of DNA: comparison of theor-
etical and experimental noe intensities. Science, 255,
597-599.

Wlodawer, A., Walter, J., Huber, R. & Sjolin, L. (1984).
Structure of bovine pancreatic trypsin inhibitor.
results of joint neutron and X-ray re®nement of
crystal form ii. J. Mol. Biol. 180, 301-329.

Wlodawer, A., Nachman, J., Gilliland, G., Gallager, W.
& Woodward, C. (1987). Structure of form III crys-
tals of bovine pancreatic trypsin inhibitor. J. Mol.
Biol. 198, 469-480.

WuÈ thrich, K. & Baumann, R. (1976). 13C spin relaxation
studies of the basic pancreatic trypsin inhibitor.
Org. Magn. Res. 8, 532-535.

Zhao, D. & Jardetzky, O. (1994). An assessment of the
precision and accuracy of protein structures deter-
mined by NMR: dependence on distance errors.
J. Mol. Biol. 239, 601-607.

Zwanzig, R. & Ailawadi, N. K. (1969). Statistical error
due to ®nite time averaging in computer exper-
iments. Phys. Rev. 182, 280-283.

Edited by G. Von Heijne

(Received 14 April 1998; received in revised form 23 September 1998; accepted 1 October 1998)

740 Dynamics and Structure Accuracy


	Introduction
	Theory
	Results and Discussion
	Conclusions
	Methods
	References
	Figures
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 5
	Figure 6
	Figure 7
	Figure 8
	Figure 9
	Figure 10
	Figure 11
	Figure 12
	Figure 13

	Tables
	Table 1
	Table 2

	Equations
	Equation 1
	Equation 2
	Equation 3
	Equation 4
	Equation 5
	Equation 6
	Equation 7
	Equation 8
	Equation 9
	Equation 10
	Equation 11
	Equation 12
	Equation 13
	Equation 14
	Equation 15
	Equation 16
	Equation 17
	Equation 18
	Equation 20
	Equation 21


